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CONTRIBUTORS

JEROME L. ACKERMAN, Department of Chem-
istry, University of Cincinnati, Qhio. Magnetic
Resonance.

KEITSIRO Ai1zu, Hitachi Central Research
Laboratory, Tokyo. Ferroicity, Ferroelectric-
iry, and Ferroelasticity.

CHRISTOPHER W. ALLEN, Department of
Chemistry, University of Vermont. Chemistry.

DOUGLAS L. ALLEN, Emery Industries, Cincin-
nati, Ohio. Vapor Pressure and Evaporation.

CHARLES L. ALLEY, Department of Electrical
Engineering, University of Utak. Modulation.

ROBERT C. AMME, University of Denver, Colo-
rado. fonization.

DAVID L. ANDERSON, Department of Physics,
Oberlin College, Ohio. Electran.

C. L. ANDREWS, Emeritus, Department of
Physics, State University of New York at
Albany. Doppler Effect.

ROBERT E. APFEL, Applied Mechanics, Yale
University. Cavitation.

H. L. ARMSTRONG, Department of Physics,
Queen’s University, Kingston, Ontario. States
af Matter.

ATAM P. ARYA, Department of Physics, West
Virginia University. Simple Machines.

P, W. ATKINS, Physical Chemistry Laboratory,
University of Oxford, England. Physical
Chemistry.

GECORGE E. BACON, University of Sheffield,
England. Neutron Diffraction.

D. C. BAIRD, Royal Military College of Canada,
Kingston, Ontario, Measurements, Principles

of.

RADU BALESCU, Faculty of Sciences, Univer-
sité Libre de Bruxelles, Beigium. Sratistical
Mechanics,

WitLIAM BAND, Department of Physics, Wash-
ington State University. Mathematical Physics
and Quantum Theory.

L. E. BARBROW, National Bureau of Standards,
Washington, D.C. Photometry.

JAMES A. BARNES, Nationa! Bureau of Stan-
dards, Boulder, Colorado. dromic Clocks.

. J. BARTLESON, Research Laboratories, East-
man Kodak Company. Color.

ROBERT P. BAUMAN, Department of Physics,
University of Alabama in Birmingham. 4 bsorp-
tion Spectra.

WILLIAM L, BAUN, The Materials Laboratory,
Wright Patterson Air ¥orce Base, Ohio.
X-rays.

JosePH J. BECKER, General Electric Research
and Development Center, Schenectady, New
York. Magnetism,

ALBERT C. BEER, Battelle-Columbus Laborato-
ries, Ohio. Hall Effect and Related Phenomena,

BARRY A. BELL, Electrosystems Division, Na-
tional Bureau of Standards. Electrical Mea-
surements (with Forest K. Harris).

DAVID A. BELL, Emeritus, University of Hull,
England. Cybernetics,

H. E. BENNETT, Michelson Laboratory, Naval
Weapons Center, China Lake, California.
Reflection.

REUBEN BENUMOF, Department of Applied
Sciences, College of Staten Island, New York,
Alternating Currents.

M. J. BERAN, School of Engineering, Tel Aviv
Urniversity, Israel. Coherence.

LEO L. BERANEK, Acoustical Consultant, Win-
chester, Massachusetis. Architectural Acous-
tes.

ERIK BERGSTRAND, Velocity of Light.

ARTHUR 1. BERMAN, Ris$ Library, Denmark,
Astrongutics.

ROBERT M. BESANCON, Editor, The Encyclo-
pedia of Physics, 515 Grand Avenue, Dayton,
Ohio. Physics.

GEORGE L. BEYER, Retired, Eastman Kodak
Company. Molecular Weight.

P. J. BILLING, Induction Heating.

EbpwARD A. BIRGE, Department of Botany
and Microbiology, Arizona State University.
Molecuiar Biology.

CHARLES A. BITTMANN, Solid State Labora-
tory, Hewlett-Packard Company, Palo Alto,
California. Transistors.

ALFRED K. BLACKADAR, Department of Mete-
orclogy, Pennsylvania State University.
Meteorology.

JoHN P. BLEWETT, Brookhaven Naticnal Lab-
oratory. Accelerators, Linear.

N. BLOEMBERGEN , Harvard University. Light.

WARREN B. BOAST, Emeritus, Department of
Electrical Engineering, lowa State University.
Potential.

ANDREW H. BOBECK, AT&T Bell Laboratories.
Ferrimagnetism (with W. H. von Aulock).

H. V. BoHM, Department of Physics, Wayne
State University, Detroit, Michigan. Fermi
Surface (with Norman Tepley and George
Crabtree).
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BRUCE BOLT, Department of Geology and Geo-
physics, University of California, Berkeley.
Seismology.

JILL C. BONNER, Department of Physics, Uni-
versity of Rhode Island. Antiferromagnetism.
ROBERT M. BOYNTON, Department of Psy-
chology, University of California, San Diego.

Vision and the Eye.

G. E, BrRIGGS, Emeritus, University of Cam-
bridge, England. Osmosis.

FREDERICK C. BROCKHURST, Electrical Engi-
neering Department, Virginia Polytechnic
Institute and State University. Motors, Elec-
tric and FElectric Power Generation.

STANLEY J. BRODSKY, Stanford Linear Accel-
erator Center, Stanford University. Quantum
Electrodynamics (with Toichiro Kinoshita),

JAMES J. BROPHY, University of Utah. Flec-
tronics,

LAURIE M. BROWN, Department of Physics
and Astronomy, Northwestern University,
Evanston, Mllinois, Gauge Theories.

STEPHEN G. BRUSH, Department of History
and Institute for Physical Science and Tech-
nology, University of Maryland. Kinetic
Theory and frreversibifity.

H. A, BUCHDAHL, Australian National Univer-
sity, Canberra. Thermodynamics.

DONALD G. BURKHARD, Department of Physics
and Astronomy, University of Georgia. Irradi-
ance Calculations, Microwave Spectroscopy,
and Solar Concentrator Design, Optics of.

E. R. CAIANIELLO, Laboratorio di Cibernetica
del Consiglio Nationale delle Ricerche, Naples,
Italy. Field Theory.

ELTON J. CAIRNS, Lawrence Berkeley Labora-
tory and University of California, Berkeley.
Energy Storage, Electrochemical.

EARL CALLEN, Department of Physics, Ameri-
can University, Washington, I).C. Magneto-
striction.

G. 8. CaRrGILL, III, IBM Thomas J. Watson
Research Center, Yorktown Heights, New
York. Amorphous Metals,

THEQDORE G, CASTNER, Department of Phys-
ics and Astronomy, University of Rochester,
New York. Electron Spin.

NicHoLAs CHAKO, Retired, Department of
Mathematics, Queens College, City University
of New York. A berrations.

B, S.CHANDRASEKHAR , Department of Physics,
Case Western Reserve University, Cleveland,
Ohio. Superconductivity.

FraNK CHORLTON, Department of Mathe-
matics, University of Aston in Birmingham,
England. Differential Equations in Physics.

BRUCE P. CLAYMAN, Depariment of Physics,
Simon Fraser University, Vancouver, British
Columbia. Interference and Interferometry.

KENNETH J. CLOSE, Department of Physics,
The Polytechnic of Central London, England.
Vacuum Technigues {with John Yarwood).

IrRa COCHIN, Department of Mechanical Engi-
neering, New Jersey Institute of Technology,
Newark. Gyroscope and fnertigl Guidance.
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E. RICHARD COHEN, Rockwell International
Science Center, Thousand Oaks, California.
Constants, Fundamental,

C. SHARP CQOK, Department of Physics, Uni-
versity of Texas at El Paso. Fallout.

JoHN C, CORBIN, U8, Air Force Aeronautical
Systems Division, Wright-Patterson Air Force
Base, Ohio, Skin Effect.

H. COTTON, Unjversity of Nottingham, England.
Optics, Geometrical.

HERMAN V., COTTONY , H. V. Cottony Consult-
ing Service, Bethesda, Maryland. Antennas.

GEORGE CRABTREE, Argonne National Labora-
tory, lllinois. Fermi Surface {(with H. V. Bohm
and Norman Tepley). .

ROBERT G, CUNNINGHAM, Manufacturing
Technology Division, Eastman Kodak Com-
pany. Static Electricity {with D. J. Montgom-
ery).

R. H. DAvis, Department of Physics, Florida
State University. Proton.

L. WALLACE DEAN, II1, Pratt and Whitney Air-
craft Division of United Aircraft, East Hart-
ford, Connecticut. Physical Acoustics.

PETER G. DEBRUNNER, Department of Physics,
University of Illinois, Urbana. Mdssbauer
Effect {(with Robert L. Ingalls).

BARBARA DECKER, Volcanology (with Robert
W. Decker).

ROBERT W. DECKER, U.5. Geological Survey.
Volcanology (with Barbara Decker).

JOHN DESANTO, Department of Mathematics,
Colorado School of Mines. Ocean Acoustics.
N. G. DESHPANDE, Department of Physics and
Institute of Theoretical Science, University of
Oregon, Current Algebra and FElectroweak

Theory,

R. E. DE WAMES, Advanced Technology Energy
Systems Group, Canoga Park, California. Spin
Waves (with T. Wolfram).

A. DINSDALE, Retired, British Ceramic Re-
search Association, Stoke-on-Trent, England.
Viscosity.

RICHARD H. DITTMAN, Department of Physics,
University of Wisconsin-Milwaukee. Heat.

RoBERT H. DOREMUS, Materials Engineering
Department, Rensselaer Polytechnic Institute,
Troy, New York. Crystallization.

GLENN L. DOWNEY, Department of Mechani-
cal Engineering and Engineering Mechanics,
University of Nebraska-Lincoln. Dynamics.

G. DRESSELHAUS, Lincoln Laboratory, Massa-
chusetts Institute of Technology, Cyclotron
Resonance {(Diamagnetic Resonance).

MILDRED §. DRESSELHAUS, Department of
Electrical Engineering and Physics, Massachu-
setts Institute of Technology. Semiconductors.

H. G. DRICKAMER, School of Chemical Sci-
ences, University of Illinois at Urbana-Cham-
paign. Pressure, Very High,

ROBERT H. EATHER, Physics Department,
Boston College, Chestnut Hill, Massachusetts.
Aurora.

ERNST R. G. ECKERT, Emeritus, Department
of Mechanical Engineering, University of
Minnesota. Hear Transfer.
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D. EBELSON, AT&T Bell Laboeratories, Murray
Hili, New Jersey. Polar Molecules.

JOHN A, EISELE, Space Systems Division, Na-
val Research Laboratory, Washington, D.C.
Tensors and Tensor Analysis (with Robert
M. Mason}.

LEONARD EISNER, Norwalk State Technical
College, Norwalk, Connecticut. Radiarion,
Thermal,

RAYMGND J. EMRICH, Department of Physics,
Lehigh University. Fluid Dynamics and Fluid
Statics.

DUANE D. ERwWAY, Xerox Medical Systems,
Pasadena, California. Solar Energy Utilization
{with Abe Zarem).

HowarD T. Evans, Jr., U.§, Geological Sur-
vey, Reston, Virginia. Crystellography and
Crystal Structure Analysis.

A. G. FISCHER, Department of Electrical Engi-
neering, University of Dortmund, West Ger-
many. Electroluminescence,

GRANT R. FOWLES, Physics Department, Uni-
versity of Utah. Scharodinger Equation,

MARTIN M. FREUNDLICH. F£lectron
scope.

SusuMu Fukupa, Department of Electronics,
Kyoto University, Japan. Photoelasticity.

RiCHARD M. FULLER, Department of Physics,
Gustavus Adolphus College, St. Peter, Minne-
sota. Density and Specific Gravirty (with
Robert G. Fuller).

ROBERT G. FULLER, Department of Physics,
University of Nebraska-Lincoln. Density and
Specific Gravity (with Richard M, Fuller).

HAROLD P. FURTH, Department of Astrophys-
ical Science, Princeton University. Magnetic
Field.

T. H. GEBALLE, Department of Applied Phys-
ics, Stanford University. Calerimetry (with
Frances Hellman).

BARRY A. GECORGE, Electron Optics.

H. A. GERSCH, School of Physics, Georgia Insti-
tute of Technology, Atlanta. Boltzmann’s
Distribution,

ANTHONY B. GIORDANOC, Polytechnic Insti-
tute of Brooklyn. Microwave Transmission.
JOoSHUA N. GOLDBERG, Syracuse University,

Syracuse, New York, Gravitation.

PaUL GOLDHAMMER, Department of Physics,
University of Kansas. Nuciear Structure.

R. H. GOoD, JR., Department of Physics, Penn-
sylvania State University. Photon.

JoHN B. GOODENOUGH, Inorganic Chemistry
Laboratory, Unijversity of Oxford, England.
Diamagnetism.

CHARLES D. GOODMAN, Department of Phys-
ics, Indiana University, Bloomington. Critical
Mass and fsospin,

CLARK GOODMAN, 95 Antigua Court, Cora-
nado, California. Cross Section and Stopping
Power,

JosepH W, GOODMAN, Department of Electri-
cal Engineering, Stanford University. Fourier
Analysis,

Micro-

CONTRIBUTOCRS

5.J. GREGG (retired), Department of Chemistry,
University of Exeter, England. Adsorption
and Absarption.

CLARK B. GROSECLOSE, Lawrence Livermore
Laboratory, University of California. Positron
(with William W, Walker).

JoHN B. GRUBER, Departments of Physics and
Chemistry, Portland State University, Oregon.
Rare Farths (with Richard P. Leavitt).

VINCENT P, GWINN, Department of Chemistry,
University of California, Itvine. Neutron Acti-
vation Analysis.

Y. M. GupTa, Shock Dynamics Laboratory,
Department of Physics, Washington State
University. Shock Waves.

CeciL W. GuUINN, Physicist-Consuitant, U.S.
Air Force Department of Defense (retired).
Bionics.

WALTER J. HAMER , Washington, D.C., Flectro-
chemistry.

A. O. HaNSON, Department of Physics, Univer-
sity of Illinois, Urbana-Champaign. Compton
Effect.

W. HAPPER, Department of Physics, Princeton
University. Optical Pumping.

AKIRA HARASIMA, Emeritus, Tokyo Institute
of Technology, Japan. Surface Tension.

FOREST K. HARRIS (retired), Electricity Divi-
sion, National Bureau of Standards. Elecrrical
Measurements (with Barry A. Bell).

RoLAND H. HARRISON, National Institute for
Petroleurn and Energy Research, Bartlesviile,
Oklahoma. Gases: Thermodynamic Properties.

R. W. HART, Apoplied Physics Laboratory, Johns
Hopkins University. Light Scattering.

RyukiTl R, HASIGUTI, Faculty of Engineering,
University of Tokyo, Japan. Lattice Defects.

SHERWOOD K. HAYNES, Emeritus, Department
of Physics, Michigan State University. Auger
Effecr.

G. E. HAYTON, Department of Electronic Engi-
neering, University of Hull, England. Feedback
{with P. M, Taylor).

RAYMOND W. HAYWARD, National Bureau of
Standards, Washington, D.C. Lorentz Trans-
formations, Farity.

JoHN HEADING, Department of Applied Mathe-
matics, University College of Wales, Aberyst-
wyth. Marrices.

EUGENE HECHT, Department of Physics and
Astronomy, Adelphi University, Garden City,
New York, Mechanics.

FRANCES HELLMAN, Department of Applied
Physics, Stanford University. Calorimetry
{with T, H. Geballe}.

ANTONY HEWISH, Cavendish Laboratory, Cam-
bridge, England. Puisars.

FRED A. HINCHEY, Department of Mathemat-
ics, Northeastern University, Boston. Vectors
in Physics.

RusseLL K. HOBBIE, Space Science Center,
University of Minnesota. Biomedical Instru-
mentation,

JoHn F. HOGERTON, 8.M. Stoller Corporation,
New York. 4romic Energy.
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CHARLES A. HOLT, Department of Electrical
Engineering, Virginia Polytechnic Institute
and State University. Induced Electromotive
Force.

ROBERT E. Hopkinsg, Optizon Corporation,
Rochester, New York. Lens.

RoOLF HOSEMANN, Gruppe Parakristallfor-
schung, % Bundesanstalt fir Materjalorufung,
Berlin. Colloids, Thermodynamics of, Dif-
fraction by Matter and Diffraction Gratings,
Microparacrystals, Microparacrystals, Equilib-
rium State of  Paracrystals.

KAREL HUJER, Emeritus, Departtnent of Phys-
ics and Astronomy, University of Tennessee
at Chattancoga. History of Physics.

MCALLISTER H, HuLL, JR., Department of
Physics, University of New Mexico. Calculus
of Physics.

T. 8. HUTCHISON , Royal Mititary College, Kings-
ton, Ontario. {trasonics (with §. L. McBride).

ROBERT L. INGALLS, Department of Physics,
University of Washington. Mossbauer Effect
{with Peter Debrunner).

MaxX JAMMER, Bar-Ilan University and Hebrew
University, Israel. Statics.

J. V. JELLEY, Nuclear Physics Division, Atomic
Energy_Research Establishment, Harwell, En-
gland. Cerenkov Radiation,

R. J. JOENK, IBM Information Products Divi-
sion, Boulder, Colorado. Ferromagnetism
{with T. R. McGuire).

RUSSELL H. JOHNSEN, Department of Chem-
istry, Florida State University. Elements,
Chemical,

FRANCIS §. JOHNSON, University of Texas at
Dallas. Space Physics.

ROBERT A. JOHNSON , Materials Science Depart-
ment, University of Virginia. Irradiation, Dis-
placed Atoms.

JESs J. JOSEPHS, Department of Physics, Smith
College, Northampton, Massachusetis. Musi-
cal Sound.

P. K. KABIR, Department of Physics, Univer-
sity of Virginia. Weak Interactions.

G. MICHAEL KaLvius, Physik-Department
Technische Universitdt, Minchen, Federal
Republic of Germany. Magnetometry (with
H. J. Litterst).

WiLLIAM M. KavupLa, Department of Earth and
Space Sciences, University of California, Los
Angeles, Geodesy.

ROBERT W. KENNEY, Lawrence Berkeley Lab-
oratory, University of California. Bremsstrah-
lung and Photon Beams.

D. W. KERST, Department of Physics, University
of Wisconsin, Madison. Betatron.

WiLLlaM F. KIEFFER (retired), Department of
Chemistry, College of Wooster, Ohic. Mole
Concept.

ALLEN L. KING, Emeritus, Department of
Physics and Astronomy, Dartmouth College.
Refrigeration.

GERALD W. KING, Department of Chemistry,
McMaster University, Hamilton, Ontario. Mol-
ecules and Molecular Structure.
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RUDGOLPH KINGSLAKE (retired), Institute of
Optics, University of Rochester, New York.
Refraction.

R. H. KINGSTON, Lincoln Laboratory, Massa-
chusetts Institute of Technology. Laser.

TOICHIRC KINOSHITA, Laboratory of Nuclear
Studies, Cornell University. Quantum Electro-
dynamics (with Stanley Brodsky).

RANDALL D. KNIGHT, Department of Physics,
Ohio State University. Molecular Spectros-

copy.
HENRY J. KOSTKOWSKI, Spectroradiometry
Consulting, Fairfax, Virginia. Pyrometry,
Optical.

ALLAN D, Kraus, U.S. Naval Postgraduate
School. Circuitry.

REINOUT P. KROON (retired), University of
Pennsylvania. Dimensions.

H. G. KuHN, Emeritus, Clarendon Laboratory,
Oxford University. Atomic Specira.

KalLasH KuUuMAR, Research School of Physi-
cal Scjences, Australian National University,
Canberra, Many-Body Problem.

A. BARRY KUNZ, Department of Physics and
Materials Research Laboratory, University of
Illinois at Urbana-Champaign. Solid State
Theory.

C. G. KUPER, Department of Physics, Technion-
Israel Institute of Technology, Israel. Polaron.

DONALD W. KUPKE, Department of Biochemis-
try, School of Medicine, University of Virginia.
Centrifuge (with Ralph A. Lowry and Houston
G. Wood, III).

K. O. KUTSCHKE, Division of Chemistry, Na-
tional Research Council of Canada, Ottawa.
Photochemistry.

ROBERT T. LAGEMANN, Emeritus, Depart-
ment of Physics, Vanderbilt University. Wave
Motion.

HELMUT E. LANDSBERG, Institute for Physical
Science and Technology, University of Mary-
land. Geophysics.

C. T. LANE. Superfluidity.

KENNETH R. LANG, Department of Physics,
Tufts University. Cosmology.

PAUL LANGACKER, Department of Physics,
University of Pennsylvania. Grand Unified
Theories.

D. F. LAWDEN, Emeritus, University of Aston
in Birmingham, England. Mathematical Princi-
ples of Quantum Mechanics.

RICHARD P. LEAVITT, Applied Physics Branch,
Harry Diamond Laboratories, Adelphi, Mary-
land, Rare Egrths (with John B. Gruber).

REUBEN LEE, Consulting Engineer. Trans-
former. .

R. J. W. LEFEVRE, Emeritus, School of Chem-
istry, Macquarie University, North Ryde,
Australia. Dipole Moments (Flectrical and
Magnetic).

MARC D. LEVENSON, IBM Research Division,
San Jose, California. Kerr Effects.

SUMNER LEVINE, Department of Materials
Science and Engineering, State University of
New York at Stony Brook. Thermionics.



DAavID R. LIDE, JR ., Standard Reference Data,
National Bureau of Standards. Chemical
Physics.

INGOLF LINDAU, Electronics Laboratory, Stan-
ford University. Photoelectricity.

ROBERT LINDSaY, Department of Physics,
Trinity College, Hartford, Connecticut. Reso-
nance.

RAPHAEL M. LITTAUER, Laboratory of Nuclear
Studies, Cornell University, Pulse Generation.
F.JOCHEN LITTERST, Physik-Department Tech-
nische, Universitit Manchen, Federal Republic
of Germany. Magnetometry (with G. Michael

Kalvius}.

MIcHAEL G. LITTMAN , Department of Mechan-
ical and Aerospace Engineering, Princeton
University. Zeeman and Stark Effects.

A. L. LOER, Department of Visual and Environ-
mental Studies, Harvard University. Heisen-
berg Uncertainty Principle.

YOserH J. LOFERSKI, Division of Engineering,
Brown University. Photovoltaic Effect.

EDWARD J. LOFGREN, Lawrence Berkeley Lab-
oratory, University of California. Cyclotron
and Accelerators, Particle.

RALPH R. LOWRY, School of Engineering and
Applied Science, University of Virginia, Cen-
trifuge (with Donald W. Kupke and Houston
G. Wood, III).

ROBERT A. LUFBURROW, Department of Phys-
ics, St. Lawrence University. Carnot Cycles
and Carnot Engines.

H. R. LUKENS, IRT Corporation, San Diego,
California. Radioactive Tracers.

PAUL §. LYKoOUDIS, School of Nuclear Engi-
neering, Purdue University. Magneto-Fiuid-
Mechanics.

DaviD N. Lyon, Department of Chemical Engi-
neering, University of California, Berkeley.
Ligquefaction of Gases.

WiLLiaMm J. MACKNIGHT, Polymer Science
and Engineering, University of Massachusetts.
Polymer Physics {with Lawrence E. Nielson).

J. D. MACKENZIE, School of Engineering and
Applied Science, University of California, Los
Angeles. Vitreous State.

ALFRED U. MAaC RAE, AT&T Bell Laboratories,
Hoelmdel, New Jersey. Electron Diffraction.

S. M. MaAHAJAN, Institute for Fusion Studies,
University of Texas at Austin, Plasmas.

FrRED C. MAIENSCHEIN, Oak Ridge National
Laboratory. Nuclear Radiation Shielding.

B. W. MANGUM , Temperature and Pressure Divi-
sion, Center for Basic Standards, National
Bureau of Standards. Temperature and Ther-
mometry.

STEPHEN P. MARAN , Laboratory for Astronomy
and Solar Physics, NASA-Goddard Space
Flight Center. Radio Astronomy.

D. MARCUSE, AT&T Bell Laboratories, Holm-
del, New Jersey. Fiber Optics.

HUMPHREY J. MaRtS, Physics Department,
Brown University. Phonons.

JOHN W. MARTIN, Department of Metallurgy

CONTRIBUTORS

and Science of Materials, University of Oxford,
England. Metallurgy.

ROBERT M. MAasON, Consultant, CLEF, Peter-
borough, New Hampshire, Tensors and Ten-
sor Analysis (with John A. Eisele).

P. T. MATTHEWS, Department of Applied Mathe-
matics and Theoretical Physics, University of
Cambridge, England. Strong Interactions.

R. D. MATTUCK, Physics Laboratory I, H, C.
@rsted Institute, University of Copenhagen,
Feynman Diggrams.

JosepH E. MAYER, University of California,
San Diego. Liguid State.

S. L. MCBRIDE, Rovyal Military College of Can-
ada, Kingston, Ontario. Ultrasonics (with T.
5. Hutchison).

Davip E. McCuLLOUGH, Tektronix, Inc.,
Beaverton, Oregon. Oscilloscopes.

C. B. A, MCCUSKER, School of Physics, Univer-
sity of Sydney, Australia. Quarks.

D. K. MCcDaNIELS, Physics Department, Uni-
versity of Oregon. Solar Energy Sources.

RAYMOND H. McFEE, Consultant, Laguna
Hills, California. fnfrared Radiation.

T. R. MCGUIRE, IBM Thomas J. Watson Re-
search Center, Yorktown Heights, New York.
Ferromagnetism (with R. J. Joenk).

A, E. E. MCKENZIE (deceased). Oprical Instru-
ments (with Nigel C. McKenzie and J. D.
Walker).

NIGEL C. MCKENZIE. Optical Instruments
(with A, E. E. McKenzie and J. D, Walker).

G. T. MEADEN, The Journal of Meteorology,
Tornado and Storm Research Organization,
Bradford-on-Avon, England. Conductivity,
Electrical.

HowaRrD C. MEL, Donner Laboratory, Univer-
sity of California, Berkeley. Radiation, fon-
izing, Basic Interactions (with Paul Todd}).

MAEL A. MELVIN, Emeritus, Department of
Physics, Temple University. Antiparticles.

HaroLp METCALF, Physics Department, State
University of New York, Stony Brook. Bic-
physies.

DIETRICH MEYERHOFER, RCA Laboratories,
Princeton, New Jersey. Tunneling.

WOLFGANG E. MOECKEL (retired), NASA-
Lewis Research Center, Cleveland. Electric
Propulision,

ORREN C. MGHLER, Emeritus, Department of
Astronomy, University of Michigan. Solar
Physics.

D, J. MONTGOMERY, College of Engineering,
Michigan State University. Static Electricity
(with Robert G. Cunningham).

KARL Z. MORGAN, School of Nuclear Engi-
neering, Georgia Institute of Technology.
Health Physics.

A, H, MORRISH, Department of Physics, Uni-
versity of Manitoba, Canada. Paramagnetism.
J. MoORT, Webster Research Center, Xerox Cor-

poration. Photoconductivity.

ERWIN W. MULLER, Emeritus (deceased), De-
partment of Physics, Pennsylvania State Uni-
versity, Field Emission (with Tien T. Tsong).
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RAaYMOND L. MURRAY, Emeritus, Nuclear
Engincering, North Carolina State University.
Nuclear Reactors.

RAYMOND R. MYERS, Department of Chemis-
try, Kent State University (Ohio). Rheclogy.
NoORMAN H. NACHTRIEB, Department of
Chemistry, University of Chicago, Diffusion

in Liquids.

GERARD NADEAU, Départment de Physique,
Université Laval, Québec, Elasticity.

PauL NELSON, Department of Mathematics,
Texas Tech University. Transport Theory
{(with G, Milton Wing}.

JACOB NEUBERGER, Department of Physics,
Queens College, City University of New York.
Expansion, Thermal.

LAWRENCE E. NIELSON, Redmond, Oregon.
Polymer Physics {with William J. MacKnight).

JOHN S, NISBET, Ionosphere Research Labora-
tory, University of Pennsylvania, fonosphere.

JOHN F. NOXON, Fritz Peak Observatory, Aer-
onomy Laboratory, NOAA, Boulder, Colo-
rado. Airglow.

ALLEN NUSSBAUM, Department of Electrical
Engineering, University of Minnesota. Fourier
Opticy and Optics, Geometrical, Advanced.
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PREFACE TO THE
THIRD EDITION

Welcome to physics, the science of relativity and gravitation, matter and energy, quarks
and quanta, lasers and masers, and many other intriguing scientific areas.

Since the appearance of the second edition many new developments have become impor-
tant, and this edition has been expanded to include as many as possible of these new
ideas without neglecting older, but still valid, concepts,

In a major effort to strengthen coverage of the rapidly moving and vitally significant
field of particle physics, four new articles were added: Gauge Theories, Quantum Chromo-
dynamics, Electroweak Theory, and Grand Unified Theories. In addition, many revisions
were made in second edition articles in this field, including Elementary Particles, Weak
Interactions, Strong Interactions, Parity, Current Algebra, and Quantum Theory,

Similarly, to increase emphasis on the important role of physics in medicine and biol-
ogy, articles were added on Molecular Biology and Biomedical Instrumentation, and
second edition entries on Biophysics, Medical Physics, Health Physics, and Bionics were
brought up-to-date. Many other fields of physics, such as optics and energy storage, have
received additional emphasis.

The general plan of this edition follows that of the first two editions and is discussed
in their prefaces which follow. A reader with a limited background in physics should find
it worth while to start by reading the article on “Physics,”” and then reviewing the articles
on major areas of physics mentioned in that article and listed as cross-references at the
end of the article.

The major credit for this book must go to the contributors who made it possible. Thanks
are also due to the staff at the Van Nostrand Reinhold Company, who suggested the third
edition, did a large amount of editing, and made a book out of a collection of manuscripts,
To my wife, Leigh, goes my deep appreciation for accomplishing the vast amount of
record keeping and secretarial work needed, and for doing much of the checking of manu-
scripts and proof-reading.

ROBERT M. BESANCON

Dayton, Qhio



PREFACE TO SECOND
EDITION

This second edition of the Encyclopedia of Physics follows the same
general plan as was used for the first edition; that is, each article is
written so as {o be of primary value to the type of reader who is most
apt to look for the particular topic, There are articles on major areas of
physics which are at a low technical level, so as to be of maximum value
to the reader with little prier knowledge of physics. There are also
articies on major divisions and subdivisions of these areas, In general,
these latter start with an introduction intended to define the topic and
describe the concepts involved. This is followed by more detailed and
advanced treatment for the reader with a stronger background in physics,

To cover more of physics, the book has been considerably expanded,
both by adding new articles and by including new material on topics in
the first edition. Many of the articles have been completely rewritten,
others received major changes, while others, particularly those on major
areas of physics, required little or no change.

As in the first edition, the major credit for any success the book may
achieve belongs to the authors, many of whom not only contributed a
tremendous amount of time and effort in preparing articles, but made
valuable suggestions for other parts of the book.

The editors at the Van Nostrand Reinhold Company contributed a
great deal to the readability and accuracy of the book, and to my wife,
Leigh, goes credit for much careful proofreading, for the preparation of
the extensive index, and for the typing and detailed record-keeping
required in assembling a book of this magnitude.

To all of these workers my heartfett thanks are due,

ROBERT M, BESANCON
Dayton, Ohio
Aprit 10, 1974
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PREFACE TO FIRST EDITION

THE AIM of this book is to provide in one volume concise and accurate information about
physics. It should be of use to physicists who need information outside of their own
special areas of interest, to teachers and librarians who must answer inquiries, to students
who wish to add to their funds of knowledge, and to engineers and scientists who en-
counter physical concepts in pursuit of their professions. The book has been made pos-
sible by the thoughtful and generous cooperation of more than 300 authors, both in this
country and abroad, who have unstintingly contributed their time, skill and knowledge.
Their names and affiliations are shown immediately before this preface.

The most challenging problem for the editor was deciding which topics to include and
which to leave out, since the space available was very limited compared with the vast
amount of knowledge that could have been included. The approach used was to provide
short introductory articles on physics, on the history of physics, on measurements, and
on symbols, units and nomenclature, plus general articles on the major areas of physics:
heat, light, mechanics, acoustics, etc. To these were added entries on divisions and sub-
divisions of the major areas; these are more detailed and pitched at somewhat higher tech-
nical levels than the broader, more general articles. Other topics lie on the interfaces be-
tween major areas of physics or are on subjects that include both physics and other
disciplines. These include, among others, astrophysics, geophysics, biophysics, and mathe-
matical biophysics. Finally, a few articles cover sciences that are so closely related to
physics that the differences are frequently merely matters of emphasis.

Each article attempts to provide not just a definition of a term but an explanation of an
area of physics. No attempt was made to hold all articles at the same technical level; on
the contrary, the level for each entry was aimed at those readers who would be most apt
to look for information on that specific topic. The contents of each article was left to the
discretion of the author as the one most capable of making the proper selection. Some of
the authors found it necessary to use mathematics, as is done in many books on physics.
However, the reader with a limited mathematical background will find many articles with
no mathematics at all, and others with very little, while the reader who is so inclined can
sink his teeth into the more mathematical paragraphs.

Most of the authors have provided references to summary articles and books, and in
addition, cross-references to other articles in this book have been added wherever it was
felt that they might be of particular help to the reader. A few cross-references are shown
by the use of small capitals in the body of the text {thus, MECHANICS); others are listed
at the end of the article. The index should serve to locate particular topics that might not
be subjects of complete articles.

1 should like to extend my heartfelt thanks to the authors who contributed so much and
to Mr. G. G. Hawley and Mr. H. Simonds of the Reinhold Publishing Corporation who in-
vited me to compile and edit this book as one of the series of scientific and technical en-
cyclopedias published by that company. [ also owe a very great deal tc Mrs. Alberta
Gordon and her staff, who did much of the editing and proofreading, and to my wife,
Leigh, who contributed the bulk of the tremendous amount of clerical work involved as
well as adding a great deal of enthusiasm and inspiration.

ROBERT M. BESAN(S‘ON

Dayton, Ghio
November 1, 1965
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ABERRATION

1. Introduction* When light is considered as
an electromagnetic process or disturbance, it is
characterized as a vibration phenomenon taking
place in time and space. It propagates from one
region to another in the form of waves. Mathe-
matically, such a vibratory motion is governed
by certain second-order partial differential
equations—wave equations—which are derived
from Maxwell’s equations of the electromag-
netic field, The solutions of these equations are
distinguished by the presence of certain quanti-
ties accompanying periodic motion in space and
time, namely wavelength A and frequency v.
They depend on the medium in which propaga-
tion of waves takes place. However, in the clas-
sical description of light propagation it was
assumed that the process acts like a stream of
particles; consequently such light phenomena
are described as rays—the old corpuscular hy-
pothesis. In this description, the periodicity of
waves is lost, i.e,, the wavelength X does not
have any direct effect on the paths of the light

Light Optics

Principle of Least Action for charged or un-
charged particle motion, namely,

A
V(A,B)=f
B

B
S(A,B)=J‘ Vh-elx, v, zyds, (1.1b)
A

where i(x, y, 2} is the refractive index of the

medium and s/ -y is the action function of
mechanics, & being the constant of energy and
¢ the potential energy function. In both prob-
lems, the first variation along the paths from A
to B must vanish.t

The differential equations satisfying the varia-
tional conditions are known as the Euler-
Lagrange equations of light rays and particles,
respectively.

The eguations of ray paths in a medium of
refractive index p{x,y,z) and of relativistic
(fast} electrons in an electromagnetic field E,
Hare:34

Mix,y, 2)ds, (1.la)

Electron Optics
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rays through a medium, In analogy to the mo-
tion of particles, the propagation of light as
rays must be governed by differential equations
similar to the equations of particles. Indeed, the
equations of light rays and of particles are de-
rived from variational principles, the Fermat
Principle for light propagation as rays and the

*This article gives a theoretical treatment of op-
tical aberration. For an introductory discussion, see
the articles entitled LENS and OPTICS, GEOMET-
RICAL, For astronomic aberrattons, see VELOCITY
OF LIGHT.

¥The ditferential ds is the element of arc of the
path of the rays or particles. Fermat's Principle is of
t

1
least time, i.e.,f cdt =0, from which (1.1a) is
]

o
derived by writing dr = (1/v) ds. The corresponding
statement in mechanics is Hamilton’s Principle, ie.,
1
&J‘ £dt=0, from which (1.1b) is derived, pro-
t

L]

vided ¢ does not enter explicitly into the Lagrangian L.
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where € is the relativistic correction factor, ¢ is
the electric potential, and £ = -grad ¢. f e = @,
the electron optics equations reduce to the equa-
tion for electrons of nonrelativistic velocity.

A heuristic procedure for deriving the equa-
tions of geometric optics is to assume a wave-
form solution of the scalar wave equation
Au- (1/v) U =0, 1ie.,

ulx,y,z2,t)= Alx, », 2)

- exp(ik(V(x,y,2)- et)] (1.2)

Substituting (1.2} into the wave equation and
afterwards letting A -+ 0 or the propagation con-
stant k — ee, the remaining terms involve only
the phase function V:

2
fgrad Vix, y, 2)]* = % =pi(x,y,2) (1.3)

where u is the refractive index of the medium,
This equation is called the characteristic equa-
tion of Hamilton or the Eiconal Equation. The
solution of this equation will give all the infor-
mation about the imaging properties of a me-
dium with refractive index g. Unfortunately,
complete (closed) solutions of (1.3) are known
for only a few cases.

The phase function ¥V = constant represents
surfaces which propagate through the medium.
At each point of the surface or wavefront a
light ray intersects it normally, The amplitude
on the surface T is given by A(x, y, z), so each
intersection point of a light ray with the phase
function surface ¥ becomes a source or dis-
turbance which propagates from it in the
form of a surface or wavefront, the waevelets
of Huygens.

Equation (1.2) is equivalent to the propaga-
tion of light as rays, since grad V is proportional
to a vector s? which is normal to the wavefront,
To account for the optical properties of the me-
dium, the direction of the rays iss={p, q,+?),
derived from s° as foliows. If &, 8, ¥ are the
geometric directions, so that s® = (&, 8, 7), then
we have 8 = us®, with

p=pa, g=uf, r®=py, s-s®=1.

Therefore, we have grad V = 8%, with
d
grad ¥ -s® = _d{: =us-sP)=u (1.4

Furthermore, multiplying by the element of
arc ds (along the rays), we obtain

B B
f (grad V s%) ds = J‘ % ds
4 a4

B
=V(B)-V(A}=J. uds (1.5)
A

which is the Fermat formulation {1.1a).

2

The expression F{B) - V(A) gives the optical
distance of the path of a ray from a point A(x,
¥, z) of the wavefront 2y, V(4) = ¢q, to the cor-
responding point B(x', y', z') on Z', V(B)=c¢,.
Since the rays are normal (normal congruence)
to the wavefronts, the latter are optically equi-
distant from each other-a two-parameter of
transversal surfaces, They may be regarded as
an optically parallel {transversal) family of sur-
faces, the rays constituting the geodesics of the
optical medium. Now each point P(x, ¥, z) on
the wavefront V{4)=Cy may be regarded as
giving rise to a source, or disturbance of a wave
at an instant t, with amplitude A(x, y, z). At
another instant ¢, the wavelet arrives at a point
B(x', v' z'). The totality of all wavelets origi-
nating on 2, will now form a surface wave
Z', which is the envelope of all the wavelets.
The distance from Zy to Z' is expressed by
the characteristic function {point) V(x, y, z, x|
¥, )y =uv'(¢' - t}, where v is the velocity of the
wave in the medium. The transformation of
Zy to X', or the rays issuing from points on Z,
to the corresponding rays intersecting X', de-
scribes a finite contact transformation, and the
directions (optical) {pg, gp) on Zg and (p', ¢')
on Z' are given by the equations

- _ Qv ,__Ov
Po axos = axr
L .}
do a}’o’ q ayf
o= _ v o= _8v
07 8z, az'

where ro? = (o2 - po? - go?2, etc., and r =
W u? - p? - q? is the so-called Geometrical Op-
tics Hamiltonian.

2. Aberrations A light ray originating at a
point Po = (xq, Yo, Zo) on the object plane

= z4, is imaged by the optical system at a point
Py ={(x1,1,21), which we assume to be on the
Gaussian plane z; =z, of the system, and let
the point Py = (xg, ¥g, 2g) be the Gaussian image
of Py. The two planes, z =z and z = zg are con-
jugate planes.

We select in the image space a wave surface
{front} Z' which crosses the axis of the system
at Oy = (0, 0, 0a). Let the ray intersect the sur-
face ' at P'={x' y’ z') as shown in Fig. 1.
Now draw a spherical reference surface § of
radius R equal to the distance P) O,,, (Fig. 1).

. —_—

The displacement vector PgP; measures the
deviation of the actual image of Pp from the
corresponding {aberration free) Gaussian image.
This deviation is called the geometrical aberra-
tion of the ray, or the ray aberration. On the
other hand, the optical distance measured along
the ray, namely, P'Pg is called the aberration of
the wave front, or simply the wave aberration,
which is positive if the reference surface is be-
tween the wave surface £' and the image plane
7 =z, negative otherwise.
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This wave aberration is expressed by the
Hamilten characteristic function Vixg, Ve, Zo;
X1, ¥1, 21} or the difference of the characteris-
tics at Pg and P, namely,

V(x09y|], Zp: X85, V8, ZS)

(2.1;

Consequently, we can say that any ray, or
bundle of rays emerging from the object plane
(space) will reappear as another (unique) ray
or bundle crossing the image* plane (space).
The latter are characterized by the coordinates
and directions in the image space, which will
depend on the corresponding quantities of the
object ray or bundle and the nature of the opti-
cal medium. Mathematically, this is called a
mapping of the object space into the image
space by the optical system; the intervening
medium thus determines the type of mapping
or transformation function.}

- Vixg, Yo, 20; X, 1", 2'),

*This is true except at singular points of the map-
ping function, i.e., at focal points, caustics, etc.

1The type of transformation determining the image
ray from the object ray in terms of the characteristic
function ¥ is called comact transformation, which
changes any surface in object space into any new
surface in the image space.

Let Po=(xo,¥p, Zo} and Py ={x;,¥,,2;) be
the coordinates of the object ray and the image
ray, respectively. We write this change of the
object ray into the image ray in the form of a
transformation or mapping given by the relations

xy =x1(x¢, Yo, Po. 40, 20, 21}
Y1=X1lxg, Yo, Po, @0, Z0. 21)

Py =p1(x0, Yo, Po. G0, Z0. Z1)
q1 =q1(Xq, Yo. Po, 40, Zo, Z1)

(2.1a)

(2.1b)

Eliminating pg, qo from the first of set equa-
tions (2.1a) with the aid of the second set {2.1b)
{assuming the Jacobians do not vanish), say

Pa = polxo, Yo, P1, €1, Zo, 21)

(2.2)
qo =qo(Xxo, Y0, P1, 41, 20, 21)
we rewrite equations (2.1a, b) as follows:
Xy =xlf(xﬂs Yo: Pt QI)zﬁvzl)
Y1 = ¥1{xo, Yo, P1. 41, Zo, 21)
2.3)

Po = Poifxo, Yo, P1, 41, Z0, Z1}
qo = qoixo, Yo P1. 41, Z0, 71}
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By separating the linear terms in the argu-
ments, (2.1a) becomes

Xy = ) ayxoj+ 2 bibaj + filxeg, Poj)
i i

Py = 2 eiixop+ 2 diboj +&i(xof, Doj)
i i

(i7j=1,2) (24)

where f;(xo;, Pyi), 8i{Xoi, Poj) ate the deviations
from an aberration-free image point. The latter
is represented by the linear forms. The four
functions f;, g; are called the rey aberrations of
geometrical optics. Knowledge of them will de-
termine the deviation of the image from the ob-
ject produced by the optical system.

The constants aj; etc, will depend also on the
positions of the object and image planes. How-
ever, by properly choosing their positions and
making the principal ray coincide with the
optic axis of the instrument, the linear forms
may be reduced to

x .=Mx .
um A (i=1.2) (24

Pi=Nxo;+ Lpo;

where M is the magnification factor, & is the
reciprocal of the focal distance, and L =ML,
If f;=g =0 (no aberration), (2.4) defines an
ideal optical system,

Consequently, the main task in any optical
imaging problem is to calculate the position
xy and the directions (optical} py in image space,
usually on a fixed plane z = z; and most often
on a Gaussian image plane, from the knowledge
of the functions f;, gi In practice, one deter-
mines x;, pi by tracing individual rays through
the system, applying the laws of reiraction or
reflection (mirrors) or, in the case of isotropic
media, one employs numerical integration. The
labor of obtaining fairly good approximate
values of fi, gzt is long, but with modern com-
puters one is able to reduce the time by several
orders of magnitude, so that now it is possible
to calculate the image position function to a
high degree of accuracy, at least for moderate
orders of aberration.

Theoretically, the image functions can also be
derived if one of the characteristic functions of
the optical system is known, for instance, the
point characteristic ¥ or the mixed characteris-
tic W. They are found from the relations

aw
Xi=-5

opi

where W=V - (x;p1 +¥141), exception being
made for telescopic systems, where the angular
characteristic applies.

We have already mentioned the difficulties
encountered in finding ¥ or W in explicit form,
except in a few optical systems. However, for
theoretical discussions an analysis of aberrations

Pzt (i=1,2) (2.5

4

and, in a number of practical cases; the charac-
teristic functions are overall better suited for
classifying aberrations, 345

3. General Theory of Aberrations In the de-
sign and construction of image forming systems,
one tries to minimize the effects of aberrations
on the image quality,* or at least remove some
of the harmful aberrations by compensating dif-
ferent aberrations of varicus orders.*»3

In general, the balancing of aberrations is a
difficult problem. However, a general (formal)
analysis of aberrations without specifying the
characteristic properties of the optical system—
except for geometric configurations (symmetry
etc.) based on the wavefront concept of light
propagation—will facilitate the discussion of
characterizing and classifying the aberrations.

The fundamental functions needed to make
a formal analysis of the image forming proper-
ties of an optical system are the characteristic
functions of Hamilton: the point characteristic,
or eiconal, Vixy;, x;), two mixed characteris.
tics,t W(xgs, P;), W(x 4, Pog)st and the engular
characteristic T(pg;, P1;). These functions are
related to each other through a so-called Le-
gendre transformation, For instance, if the
point characteristic Vixy;, x;) is known, then
the mixed characteristic W(xo;, ps) is obtained
by subtracting a term x;py + 14, from V,ie,,

Wixop, 1) = Vxosr, xp ~ (ap1 + v} (3.1)

where x,, ¥, are expressed in terms of (xg, ¥g;
P1, 41).8 We then obtain the image coordinates
on the image plane z = z; = { and the directions
Pa, 9o on the object plane z = z4 = 0 from

__w - _ow
1Ty T 3xg (3.2)

aW W

V1= =T

The above relations, together with the rela-
tions xq = 0V/08pg, x, = 0V/0p,, given by the
point characteristic, and the expression V- W=
x1p1 + V141, constitute a Legendre transfor-
mation; the inverse of this transformation,
i.e., W, is obtained from ¥ by subjecting x,p, +
¥14q; (the image coordinates) to a Legendre
transformation.

The other mixed characteristic (object char-
acteristic) is simply W(xy, ¥1, 21, Po, G0, Z0).

The angular characteristic, often used in tele-
scopic teflecting systems, etc., is related to V

*In electrical terminology, “*noise.”

1The image and the object characteristics, respec-
tively.

iWe have assumed the object and image planes to
be conjugate planes in the Gaussian sense. In general,
W will depend on the six parametess, and for the case
where the image plane is in a homogeneous medium it
will depend on flve parameters: Xg, Yo, P1, 91+ 21-

§W = v+ yopo + Yogo.



as follows. The coordinates of the object and
image planes are given by the expressions

L.ar AT
(I s 1= "5
é o
2o 21 (3.4)
. 8T . 9T
Yo 340’ Y1 21

The relations above, together with these cor-
responding to V, also constitute a Legendre
transformation between T and V, and T =
V+xobg tYoPo - X171 121 ] ]

In the analysis of wave or ray aberrations, it
is more convenient to deal with the mixed char-
acteristic W{(xq, vo, Py, 443 Z0, 21}, especially in
the diffraction theory of optical systems, since
it enters in the phase function of the sclution
of the wave equation discussed in section 1.
Now we see that apart from the linear terms, the
ray aberration functions f;(xe;, py), £i{x0i, Pi}
are derived by simple differentiation of W or
V or T, whichever is appropriate to the problem.

We have already mentioned the difficulties of
obtaining explicit (closed form) expressions for
V or W, therefore we express W in a series of
homogeneous pelynomials of various degrees
{orders) in the four variables, say {xg, Yo, P1, 41)
for fixed object (z=2zy) and image (z=2z,)
planes:*

W=W0+W1+W2+W3+W4+“'+WN+"'
(3.5)

where Wy is a homogeneous polynomial of de-
gree N in the arguments. The leading term W
does not play any role, and W, represents free
space. The quadratic polynomial W, may be
written as

4
W2= E afjul'uj (36)

i1

where u; =xg, Uy =Yg, H3=p), #a=g;. We
write in full

Wy=aj1xo® +a12%0¥0 + d22¥0% +@13%X0m

tazayob1 Yayaxeq1 td2a¥0q,

+a33p1° ta3ap19; taaaqy’. (3.7)
Therefore, from (3.2) the image coordinates are
oW,
X1 = o= =aisXo tapaye t 2a33p) + 349,
1
W,
»n= ? =da1aXxot azayoe t 43401 + 2a4441.
1

(3.8)

*The Wy depend on zy, z;. However, being fixed
quantities, they are absorbed by the constant coef-
ficients: 4, ete.
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We do not write the directions (pg, gg) of the
ray at the object point {xg, ¥o). Equations (3.8)
are the same linear terms we discussed in sec-
tion 2. Therefore, W, represents what is known
as the paraxial approximation of the charac-
teristic function and of the image functions
(xy, ¥1). In certain arrangements {special optical
systems) mentioned in section 2, the coeffi-
cients a5, #34, and a4, and even ays, dqq, may
be eliminated so that one obtains an ideal sys-
tem. Consequently, one does not consider this
approximation to W as an aberration.

The next approximation is the homogeneous
polynomial of degree 3, Wj. Its expansion is
given by

4
> eykuiuguk.
L k=1

Wq= (3.9)

Further, W, is expanded as

4
Wy = Z agrruiuiugul. (3.10)
i K, 1=1

There are altogether 20 terms in W;. If we fix
the object plane, z = z;, then the homogeneous
terms in xgy, (alone) are omitted, since they
do not account for any displacement in the
image plane, There are four such terms in Ws,

3

xo, xo ¥y, xu)’oz, 7o’

s0 the number of independent wavefront aber-
rations reduces to 16.

In W, there are altogether 35 terms, but by
discarding the terms in x,, ¥g alone, the num-
ber of independent wave aberrations diminishes
to 30.f On the other hand, if the system has a
plane of symmetry, say, either the x-z or y-z
plane, i.e., rays lie on a meridian plane, then the
number reduces further to 16 terms. Identify-
ing uy =xg, 3 = Yo, 43 =Py, 4a =4, the terms
with the following coefficients asx; vanish: }

dpo31 = 0013 = 41003 = do130 = 41021
=dzp11 = 41120 = 1102 7 3001
=d3110 =4d0310 = d1201-

The number of wave aberration terms in Wy
increases considerably with N. Therefore we
shall limit the analysis to W4, i.e., to third-order
(ray) aberrations for optical systems possessing
rotational symmetry, since in most if not all

1The number of individual terms in Wy is given by

_nD{n+ Dr+S)
B 3 i
§{The numbers appearing in the subscripts indicate

the exponents of the variables associated with the in-
dices. For example, apa1¢ corresponds to the term

3
@1030%0P #1111 021111 X0¥ePq, elc.

N
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practical cases the instruments possess geomet-
rical symmetry, The wave aberration function
W then depends only cn three parameters,

uy = prt+ 44,
ty = 2{xopy Vo)

known as the three optical invariants of the
system. In the expansion of W, the odd poly-
nomials disappear, and we have

W= Wot Wt Wot o,

Uy =xo’ + o,
{(3.11)

The image functions are

W,

= 2
! apy

_2{ )
a3y Iaq .
J’l a:] v 291

1l

= Uasxg tazpy),

i3

{3.12)

These expressions give an image free of
aberration.
The W4 term contribution is given by

— 2z 21
Wa=ayi? +asaiy? tazsig® agauyu;
+a it iy tazatiais. (313)

The image functions {deviations from the
ideal or Gaussian image) are derived from the
expressions

By = OWq _ oW, du; ‘
dpy 0w Bpy

5 o OW,  OWs ouj

Poi 3xu,- - au‘; axo;'

(i=1,2;7=1,2,3) (3.19)

In (3.13) one notices the presence of only six
aberration coefficients, @iy, @32,..., gz3. Of
these g is associated with the object coordi-
nates xg; = (x¢, ¥p). It is not considered an
aberration per se, To obtain the five types of
third-order aberrations from (3.13) we assume
without loss of generality rays restricted to
points (xg, 0} on the object plane and, after
differentiation, letting p; = p cos @, g, = p sin ¢,
we arrange the right-hand side of (3.13) in de-
scending powers of p. The x;; will now depend
on five aberration coefficients, excluding a4,
whereas pp; will be free of g4;. This arrange-
ment for dx,; will determine the five geomet-
rical ““Seidel” aberrations of third order. The
terms in (8x;, 6,) depending on p3 alone give
the spherical or aperture aberration; the terms
in p? give the primary coma; the linear terms in
p are known as gstigmatism and curvqture of
field; and the term independent of g produces
distortion of the pincushion or barrel type.

For a detailed discussion, we refer the reader
to the treatises in Refs. 3 and 5, and for elec-
tron optical systems fo those listed in Ref. 4.
However, in diffraction problems®:5 the ex-

]

pansion of the wave aberration functions for
rotational symmetric systems is usuaily given
in terms of three new parameters 6, p, ¢,
which are related to the ray functions xg, g,
P1, ¢ in object and image space (planes) as
follows:

P =ur=pt+qd,
Op COS Y= H3 = 2xgp: +¥oq:). (3.15)

The wave aberration function is written in the
form

oy =y 2 2
0°=uy =xg° t o,

Wixo, o, P1. 41,200 = D, binm0?1*™ cos™ @
Ln.m

(3.16)

wherel, m=0,1,...,7#=0,1,2,andn-m >0
and even. This expansion is the standard or
classical expansion used by earlier investigators
before the Zernike-Nijboer papers on diffraction
theory of aberrations. The degree of the poly-
nomial Wy is equal to the sum of the exponents
of 0 and g in the term bipma2i+*mpn cosm ¢,

Forinstance, if welet 21+ n+m =1, 1ic., W,
then the three terms of W, are obtained by let-
ting m=0, I=1, n=0; m=0, 1=0, n=12;
m=1,1=0,n=1.

A more convenient expansion of W is a
Fourier-like expansion®

W= 3 binm0¥*™p" cos mp. (3.17)

Lr.m

Here, a single term bipm a2+ p" cos my repre-
sents any of the homogeneous polynomials
discussed above. For example, W, is obtained
by lettingi=1, n=m=0;l=m=0,n=2;and
!1=0, m=n=1. The W; polynomial is given by
the expressions

Wy =b10002 + bo2op? + bo110p cosy (3.18)

which is the same as in the standard expansion.
However, the Fourier form has the advantage of
being an orthogonal function in ¢, so it facili-
tates the integration over ¢ in the diffraction
integrals.

On the other hand these expansions are super-
seded in their application to the diffraction
theory of aberrations by the Zernike-Nijboer
form of expansion, i.e.,

W= 3 binm0¥*mZym(p) cos my (3.19)

La,m

where [, n, m have the same meaning as in the
earlier expansions, but here Z4®(p) is a poly-
nominal of degree n in p and neot a single term
p7 as in the other expansions. Furthermore, the
Zernike polynomials, Z,"" are orthogonal over
a circular plane region. In the next sections we
shall discuss the advantage of this expansion

*For nonsymimetric systems one introduces another
sum in sin my, i.e., a complete Fourier-series expansion.
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over the other two, the standard and the
Fourier developments.

In (3.20) below and in Tables 1 and 2 are
listed the expansions of W,, W4, and W4 in
the three expansion forms3 and the Zernike
polynomials Zp"™ upton=6,m=6.

In each of them the order for a single aberra-
tion member is N=2l+n+m-1, and the
number of types in a single aberration is M =
(1/y) N+ 1)(N+8). The degree of the poly-
nomial Wg representing the wavefront function
BK=N+1=2l+nr+m.

Wi=a,062 +a,p? +a30p cos ¢

Wa=a110%+a120%p% +ag;p*
+a,307°0 cos @+ a1300% cos ¢
+a330202 cos 2

Ws=a1110% +ay1;,0%?% +a3,02p*
+ay920% +ayy30°pcos g
+a1230°p7 cos ¢ +a1330%7% cos? ¢
+ 32300 cos p +a3330%0% cos? g

+d3330%p% cosP @ (3.20)

4. Classifications of Aberration for Rotational
Symmetric Systems>%5 To classify the ordi-
nary (ray) aberrations, we shall examine the dif-
ferent terms of the Wj of the wavefront aberra-
tion function W given by the three expansion
forms u,, ua, u4. Each Wy dependson the three
optical invariants w; =x¢% +¥%, Ha =xoD t
Yoq, u3=p* + 42, orin g, p, and y given by the
relations 0% =u,, p2=u;, and Op cosy = u,.
The first three terms of W, ie., Wy, Wy, W
are given in Tables | and 2, from which we can
obtain the ordinary aberrations of first, third
and fifth orders. A typical term of Wy is
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TABLE 2.
Zy= Zd =105 - 120+ 2
Zy'=p Z5=50° - 45°
Z;[):sz— 1 255:95
Z=p? ZL =200 - 30p%+ 1202 -
Zid=303- 2 Z(,i= 1526-2004*'6,02
z7=03 Zh=6p0 - 5p%

266=.06

ZL =606t +1
Za?=dpt - 3p?
244=p4

Zernike-Nijboer development {new)

Binm 0 Z M) cosmp  (4.1a)
Fourier development
Blum 02" cos m (4.1b)
Standard {classical) development
B 0T pM cos2 my (4.1¢)

The order N of a single aberration (geo-
metrical or ray} is N=2I+n+m -1, and the
number of terms or types of aberration is
M=}(V+1)N+7). The degree L of the poly-
nomial Wy giving the order of the wave aberra-
tions s L=N+1=21+n+m, where =0, 1,
2,...,n=412, ..., m=0,1,2,...,and
n - m is even, making L even and equal to the
sum of the powers of g and g which appear in
each individual member of the wave aberration
function.

Consider first-order aberrations, i.e., W;. Since
N =1, there are actually three terms in W,.
From Tables ] and II they are

Zernike-Nijboer

TABLE 1.
n'™ 0 1 2 3
N=1
1 op cose(011)
2 2(020)
N=3
1 a3p cosp(l11)}
2 olp2{120) o2p? cos? p(022)
3 op3d cos ¢ (031)
4 23(040)
N=35
1 aSp cosp(211)
2 ¢ p2(220) a%p? cos? p(122)
3 o302 cosp(131) o3p3 cos? (033)
4 o2p%(140) 0402 cos? p(042)
5 oo’ cosp(051)
[ {060}
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b10062Zo%(p),  bo110Z( (p)cosp,
ba20Z2°(p) (4.22)
Fourier
b1oo0%,  bo110pcosy,  borop? (4.2b)
Standard
21000%,  40110pCOS Y,  @gaop?. (4.2¢)

We shall ignore the term or terms which de-
pend solely on 6. Therefore we have only two
members, whose coefficients are bp;; and
bgag, etc. However, these two terms are not
aberrations in the sense of representing a de-
formation of the image. They simply shift the
focal point, the bgyp term along the principal
axis and the by in the image plane at (x,, 0, 0)
from the origin (0, 0, 0)—the intersection of
the principal ray with the image plane. Conse-
quently, one does not consider the first-order
terms as aberrations.

The next order aberrations come from W,
These are called third-order aberrations, five in
all according to the value of N (see above).
Again we ignore terms solely in ¢, since they
do not influence the image pattern. The terms
in W4 are given below. From the tables, we
have:

Zernike-Nijboer type
I=0,n+m=4
boaoZL(p) = boao(69* +6p% + 1)
m=0,n=4,

bo310Z:1(p)Ycosp=bga10(3p3 - 2p)cos g
m=1,n=3,

Do220222%(p) co8 2¢ = boa202p? cos 2¢
m=72,n=2,{43a)

I=l,n+m=2

b12002Z,%(p) = by200%(2p% - 1)
m=0,n=2,
b1110°Z ' (pYcosyp=hyy0%pcosy
m=1l,n=1,
Fourier type
Boy2 G2 cos 2y,
{4.3b)

boa100° cos ¢,

bi100%p02,

Boaop*,
bi110°pcosy
Standard type

802207 p% cos?
(4.3¢)

3
dp310p" cos ¢,

202
a1200°0°,

4
2pa0f ",

a1, 0% p cos .

i

From the tables we can write the individual
members of W, from which we could obtain
the individual fifth-order aberrations by dif-
ferentiation.*

We can classify various types of aberrations
from the subscripts appeating in the coefficients
bimn. The aberrations associated with the coef-
ficients bo a5 o(k =1, 2, .. .)depend only on p.
Such members produce spherical aberrations of
order 2k - 1; thus in W, the term of bg4q is
called spherical aberrations of third order.
Terms whose coefficients are by yx+1,; produce
coma of order k, where [=0,1,2,..., k=1, 2,
.... For I=0, k=0 we have a simple distor-
tion of the image and it is not considered an
aberration. The term with coefficient bygy is
the first-order coma or primary coma, with
bgs1 secondary or second-order coma, with
bg7; third-order coma, ete. However, terms
with coefficients by 2x+1,1 are also coma aber-

rations, where /=1,2,...,k=1,2,.... To
distinguish those terms with /=0 from the
others with I=1,2,...we call the aberra-

tions with =0 pure, 50 all terms with coeffi-
cients bg ax41,1 are pure coma aberrations of
order &, the others mixed comas. Terms of the
wave aberration function W, having for coef-
ficients m=2, I=0,1,2,..., n=2k, k=1,
2,..., produce gstigmatism of order k. For
i=0, k=1, m=2, the aberration term byas
produces first-order or primary astigmatism;
for m=12, k=2 secondary astigmatism; etc.
When we take m = 3, etc., no particular name
is given this type of aberration. The special
terms of the type bgy20%p? cos? ¢ is called
wing aberration, and form=3,n=1,1=0, 1,
etc., arrow-type aberrations, For m =0 and
! >0, the aberration wave function produces
a curvature of the field, thus all the terms
associated with by 2% 0 produce a curvature of
field of order k, producing a change of focus
depending on the field given by o2!,

In comparing the three expansions of Wy, the
Z-N development contains additional terms of
lower power in g. The additional terms displace
the point (focal) to maximum illumination that
is compensating (balancing) higher-order aberra-
tions with the lower orders. This is an impor-
tant advance over the standard expansion of
the wave aberration functions, especially when
the Z-N expansion is introduced in the phase
function of the diffraction integral, not to men-
tion the advantage of employing orthogonal
functions over the domain of integration for
evatuating the diffraction integrals; in most
optical situations, the domain is circular.

5. Diffraction Theory The starting point of

sin
*5xy =a[wp cosg — Wy —«E]
I

COSy

w = Wixos 2, ).
5y1=a[wpsinap+w¢ ]

« depends on the distance from the reference surface
to (x1, »1) and the maximum value of g,



the modern theory of diffraction of optical
imaging systems may be traced to the famous
paper on the diffraction theory of the phase
contrast method by Zernike.! He and his stu-
dents made significant advances in the theory
of diffraction. Nijboer? was able to calculate
to an unprecedented degree of accuracy the
intensity distribution of the field (contours)
produced by an optical system affected by
several types of aberration of various orders.
Moreover, experiments were performed in
Zernike's laboratory by another of his pupils,
Nienhuis, to verify the theory. The laboratory
results agreed to a high degree with Nijboer’s
calculations. Likewise, experiments with micro-
waves were carried out at McGill University by
Bachynski and Bekefi? using lenses made of
dielectric materials; the results were compared
with calculations based on Nijboer’s formula-
tion of diffraction of aberrations. Again, com-
parison of calculations with experimental ob-
servations surprisingly shows a great likeness
to the contours of the intensity distribution on
the Gaussian plane. Further investigations have
shown the usefulness and the advantages of
the Zernike-Nijboer formulation of the dif-
fraction of aberrations over the earlier formu-
lations in other fields than optics.

The Zernike-Nijboer formulation of diffrac-
tion of aberrations rests on the expansions of
the wave aberrations function in a series of
orthogonal functions, known as Zernike poly-
nomials, which are orthogonal over a circular
region. Since the geometrical shapes of aper-
tures or stops in lens systems, microscopes,
cameras, or telescopes, are circular, this form
of expansion is the most appropriate one for
treating diffraction, scattering and other prob-
lems including problems of vibrating elastic
systems. The advantage of introducing this
kind of expansion in the diffraction integrais
lies in the simplification achieved not only in
the evaluation of the integrals, but alsc on
account of the orthogonality of the palynomials
over the domain of integration; the coefficients
of the expansion dc not mix with each other
when the aberrations are small. The extension
to large aberration was carried out by wvan
Kampen.

Since then, great advances have been made,
both in theory and experimental chservations
leading to important applications in the im-
provement of optical instruments, This success
has been paralleled in other fields of science
such as in electron optical image formation, in
microwave optics, and in the design of image
formation apparatus employing high- or low-
frequency waves (radio, infrared, ultraviolet,
X-rays, and even acoustic waves). Significant
contributions have been made in the design
of microwave lenses (dielectric), microwave
imaging instruments such as satellite cameras,
mirrors for collecting {exploring) information
on sources of electromagnetic radiation of dif-
ferent frequencies from distant objects such
as planets, stars, and galaxies, as well as in
the development of the new branch of optics
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named kolography.”* In holography, the theory
of diffraction of aberrations plays an important
role in the design of optical and other image
forming systems to obtain faithful images of
objects emitting or illuminated by different
kinds of radiation—coherent, incoherent, or
mixed. The vast usefulness of the diffraction
theory of aberrations is accounted for in the
similarity of the mathematical differential
equations governing wave phenomena and the
analogous sclutions, which, subject to certain
appropriate conditions, resemble each other in
mathematical form.

We would like to refer also to some of the
earlier significant contributions to the theory
of diffraction of aberrations by Ignatowski,
Fischer, Steward, Picht and more recently by
Luneburg and others.?

The basis of the diffraction theory of aberra-
tions of optical systems is founded on Kirch-
hoff’s integral or a modified form of it, namely,

U(py= -i"-ff\/f?vo(e)
A

2n

cexpikfW +(r-s)] d§ (5.1)

where Uy(@) is the value of the field on the
wave surface (front) § after passing through the
optical system, usually located in the image
space; n, K, and r are, respectively, the refrac-
tive index of the medium in image space, the
Gaussian curvature of the wavefront, and the
distance vector from the point @, located on §,
to the image point (observation point) P. The
function W is Hamilton’s mixed characteristic
of the optical system which depends on the
ceordinate of the object and the optical direc-
tion of the ray at @, namely the vector s. Here
the field represented by Ug(Q) is the geomet-
rical optics wave solution of the harmonic scalar
equation or a component of the vector wave
equation derived from Maxwell equations. Here
Uyq is considered a scalar quantity, or a compo-
nent of the vector field.

A more convenient form of (5.1) used fre-
quently in actual problem is 3-41

u(P)=—% ff g(p-q)

D=pleg<n?

kW (rs)l gp dg, {5.2)
where
g(p, q)=vr4| Uglp, q). (5.3)

The symbol A denotes the discriminant of the
second differential form of §,i.e., A= LN - M2,
with L, M, N given by the expressions
p'l + rO’Z

PIL = pr = nzrol

*Recently acoustic waves have been used for wave-
front reconstruction imaging.®
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where 8 = {p, ¢, 7o) are the optical djrection co-

sines of a ray on T with ro = vn2 - p? - ¢% A

point P(x, v, z} of Z is given by the equations

x=-Wp+Ap,@)p, y=-Wg+Mp, )a,
z=-A(p, q)ro (5.5)

where A(p, g) is the distance from P to the
image point.

In practice one takes as the surface of inte-
gration the aperture of the exit pupil. The in-
tegrals (5.1} and (5.2) form the basis of the
diffraction theory of aberrations. They give all
the information about the image field or the
intensity distribution at any point in image
space. They are known as Debve-Picht-Lune-
burg Integrals.

Evaluation of the integrals (5.1} or (5.2} is
difficult even for simple imaging systems, on
account of the presence of W, which is not
known explicitly except for simple optical in-
struments. In addition, the standard expansion
of W makes the analysis of the field distribution
or equal illumination contours on the image
plane difficult. This is simplified when W is
expanded according to the Zernike-Nijboer? or
Fourier procedures.

The problem of spherical aberrations of any
order has been treated exhaustively by Boivin,
not only for circular apertures, but for annular
apertures as well. The calculation of the dif-
fracted field in the presence of higher-order
aberrations, including the more general prob-
lem of nonsymmetric optical systems, is given
in reference 3.

All the methods discussed above are valid
only for small aberrations. For large or moder-
ately large aberrations, one must resort to
asymptotic methods, which at present are suf-
ficiently developed to include most of the inter~
esting cases occurring in the theory of diffrac-
tion of optical systems. When these analytical
methods are combined with the present prog-
ress in computational methods, the intensity
distribution produced by an optical system can
be calculated to any desired degree of accuracy.

There are many branches of science in which
aberrations play an essential, though “negative.”
role, wherever image forming systems are in-
volved or stability of dynamic systems is studied,
In the theory of reconstruction of wavefronts,®
spherical aberration and astigmatism have to
be controlled in order to reconstruct the object
structure accurately. In high-energy accelera-
tors (linear, circular), especially in toroidal ac-
celerators for achieving thermonuclear fusion
(deuterium-tritium plasma ignition), both the
accelerating field and the magnetic field are
used to confine the beam of particles within a
tubular region close to the axis (optical) of the
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torus, which is circular. Since the fields are not
only functions of space but of time as well
(periodic in time), the electron-optical analysis
of the system will involve aberrations both in
space (geometrical} and in time {stability). In
addition, as the charged particles are accelerated
the energy varies, and this variation introduces
a continuous variation in the de Broglie wave-
length of the particles, which introduces an ad-
ditional kind of aberration known in optics as
chromatic aberration.” Therefore, the problem
here involves not only geometrical aberrations
(stability), but also chromatic aberrations, which
interact with each other, making the analysis
very complex.

In microwave focusing® (spectroscopy, mi-
croscopy} and especially in the construction of
giant mirrors and telescopes for exploring the
sources of radio, uliraviolet, and X-rays in outer
space, care is taken in the design to minimize
the aberrations, in particular spherical aberra-
tions and astigmatism, caused by temperature
variations on the surface of these instruments.

Recently, sound and ultrasound waves® have
been used in studying structural defects in solid
materials, and in the exploration and surveying
of the ocean floor and land masses, In addition,
the recent development of apparatus used for
imaging biological matter, in particular the
internal organs of the human body,? is a strik-
ing example of the advances which have been
made in extending the optical ideas of imaging
systems to the whole wave spectrum, including
elastic and sound waves on the one hand and
charged particles on the other, thanks to the
dual nature of particles and waves.!?!

NICHOLAS CHAKO
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ABSORPTION SPECTRA

Spectroscopy is the measurement of the amount
of light, or other radiant energy, transmitted,
absorbed, or emitted by a sample of matter, as
a function of the frequency, or wavelength, of
the radiation. Absorption spectra provide
information on individual atomic or molecular
units and their immsdiate environment. Thus
it is possible to determine what species are
present in a sample and in what form they are
present, including the sizes and shapes of
individual molecules and often the environ-
ments of the molecules, The information
obtained directly is the amount of absorption
or emission, related to the quantity present
and the probability of the radiative transition,
and the frequencies absorbed or emitted, which
are proportional to the separations of the energy
levels in the sample. Spacings of energy levels
are equal to Planck’s constant times the fre-
quency of the radiation, AE=hv, and the
frequency is related to the vacuum wavelength
A by Av=¢, where ¢ is the speed of light in
vacuum. In practice, energy information is often
expressed as a vacuum wavenumber, glor ¥),
which is the number of waves per unit of length,
and hence the reciprocal of the wavelength; o =
1/ X = p/c. Wavelengths are measured in meters
or fractions of meters (e.g. nanometers, nm};
wavenumbers are measured in waves per meter
or, more often, in waves per centimeter, em™? .
Spectroscopic studies extend across the elec-
tromagnetic spectrum. Gamma rays and x-rays
provide information about particles inside the
nucleus and about inner-shell electrons of
atoms, Ultraviolet and visible radiation interact
primarily with electrons in the outer shells of
atoms and molecules. Infrared and microwave
frequencies produce molecular vibrations and
rotations. Radio-frequency spectroscopy mea-
sures energies of reorientation of nuclear spin
angular momenta in magnetic fields. The present
article will consider only absorption of infrared,
visible, and ultraviolet radiation by molecules,
omitting Mossbaner and atomic absorption,
fluorescence, and spin resonance techniques, as
well as microwave and Raman spectroscopy.
Experimental Methods Conventional spec-
troscopy relies upon dispersion of radiation, or
separation according to frequency, by a prism
or grating monochromator. Most current instru-
ments follow similar principles of design. In a
Littrow mount, radiation passing through the
entrance slit is collimated, or converfed to



ABSORFPTION SPECTRA

approximately parallel rays, by a spherical or
paraboloidal mirror. The collimated beam is
passed through a prism and returned by a
reflecting surface through the same prism, or
is reflected by a plane grating, returning to
the collimating mirror and from there to the exit
slit, from which it is focused by an ellipsoidal
mirror onto a small detector, The Czerny-Turner
mount employs two spherical mirrors in place
of the single collimating mirror. These are side
by side, with the grating lying along the bisector
of the line between them so that, except for
the angular position of the grating, the arrange-
ment resembles a Littrow system and its
mirror image, sharing a common grating. An
Ebert monochromator substitutes a single
large spherical mirror for the two mirrors of
the Czerny-Turner design. If a concave grating
is substituted for the plane grating, no other
lenses or mirrors are required. The slit, grating,
and image point will lie on a large circle called
the Rowland circle. Some instruments incorpo-
rate a large part of the circle; others include
little more than the three critical points inside
the case, shifting the circle with respect to the
instrument, by rotating the grating, instead of
moving components around the circle.

Prisms offer good dispersion properties for
the visible and ultraviolet regions, but are
generally inferior to gratings for the infrared
region and for highest resolution spectra.
Most gratings have been made by ruling an
aluminum surface with a diamond tip, then
casting replicas of the ruled surface in plastic.
Gratings with lower levels of scattered light
may now be produced holographically, both
plane and concave. For very high resolution,
a coarse grating can be employed in a very
high order {an echelle grating) with cross
dispersion by another element to separate
the orders. Low resolution infrared spectra may
be obtained with a wedge interference filter,

Some research instruments employ only a
single beam passing through the sample and
monochromator to the detector, but nearly all
commercial instruments are now of double-beam
design, with a reference beam serving to correct
for solvent and atmospheric absorption and,
especially, for variations in source intensity
with frequency. These may be compared by an
optical null system that automatically attenuates
the reference beam to match the sample beam, or
by an electronic comparison of beam intensities.
This is increasingly being accomplished with
digital electronicsunder microcomputer control.
To avoid sample decomposition, ultraviolet
spectrometers disperse the beam before the
sample, whereas infrared spectrometers usually
place the sample before the monochromator
to avoid displacements of the image of the exit
slit on the small detector surface.

A very different design concept employs
interferometry to provide the coding by which
frequency information is extracted. The beam
is not dispersed, but the movement of a mirror
with time superimposes an interference pattern
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on the beam that is different for each frequency.
Taking the Fourier transform of the signal,
with a computer, generates the spectrum as
intensity vs, frequency, When applied to infrared
spectroscopy the technique is commonly called
FTIR. Interferometers have a substantial energy
advantage over dispersive instruments. They can
accept radiation from a larger aperture, and
because the entire spectrum is examined at
once, rather than measuring small frequency
increments sequentially, there is an energy gain
for thermal detectors that increases with the
number of resolved frequency intervals in the
spectrum. This second factor, often called
Feliget’s agdvantage, disappears for photon
detectors because the noise increases with total
radiation striking the detector surface.

The newest experimental approach takes
advantage of tunable sources, eliminating the
need for a monochromator or interferometer,
First applied in microwave spectroscopy, the
technique has now been extended to the infrared
and visible regions with tunable dye lasers and
diode lasers. Photoacoustic spectroscopy is a
variation in which the absorption of radiation
produces expansion of the absorber, and thus
an acoustic signal.

Conventional sources for the ultraviolet
region are hydrogen, deuterium, or xenon
discharge lamps. For the visible and near
infrared regions, tungsten filament lamps are
satisfactory. Common infrared sources include
a hollow cylinder of refractory oxides (Nernst
glower), a rod of silicon carbide (Globar),
alumina tubes, Nichrome wires, and, for the far
infrared, silica jacketed mercury arcs.

The standard detector for the visible and
ultraviolet region is the photomultiplier, which
has almost entirely replaced photographic
emulsions. For the near and medium infrared,
solid state photoconductors (PbS, PbSe, Au-
doped Ge, etc.) provide high sensitivity, espe-
cially if cooled. Triglycine sulfate, a pyroelectric
detector, and the Golay pneumatic cell, a ther-
mal detector, have advantages for the far
infrared, Thermal detectors, including thermo-
couples and bolometers, are less sensitive than
photon detectors, such as cooled photocon-
ductors, for high frequencies but are usable
over the entire spectrum.

Solid samples and strongly absorbing liquids
are usually dissolved in a solvent. Water is
transparent in the ultraviolet (to beyond 200
nm, or 50,000 cm™'). Other suitable solvents,
in order of decreasing range, include ethanol
and ether, saturated hydrocarbons (e.g. isooc-
tane and cyclohexane), methylene chloride,
chloroform, and carbon tetrachloride. Absorp-
tion cells usually have a path length of 1 cm.
There are no good transparent solvents in the
infrared, but carbon tetrachloride is clear over
a large region and carbon disulfide is transparent
in most regions where carbon tetrachloride is
not, for cells less than 1 mm thick. The thin
spacings required, coupled with lack of dura-
bility of most infrared cell windows, makes
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maintenance of infrared cells a significant
problem,

Sample cells for the visible region may be of
glass or any other transparent material, but
special glasses or, especially, quartz or fused
silica are required for the uliraviolet. (CalF,,
NaCl, and other materials are also transparent
but are not competitive because of price, work-
ability, and durability disadvantages.) Infrared
cells are typically made with NaCl windows
(transparent to about 625 cm~!) or other alkali
halides {KBr, CsBr, CsI). For selected regions,
quartz or silica, calcium fluoride, magnesium
fluoride, and certain special glasses {e.g., arsenic
compounds) are advantageous. Polyethylene and
silica are transparent in the very far infrared.
Rolled AgCl and KRS-5, a mixed thallium
bromide-iodide, are impervious to water and
transparent over a large part of the infrared.

Solid samples that cannot be dissolved or
prepared in thin enough sections for transmission
measurements may be immersed in a medium
of similar refractive index (e.g,, mulled in
mineral oil or pressed in KBr or other soft mate-
rial into a pellet) or examined by attenuated
total internal reflectance. A half-rod or prism
of transparent material with a refractive index
preater than that of the sample is placed against
the sample and the beam is totally internally
reflected at the interface, As the sample index
changes with frequency, because of absorption
bands, the total reflectance is modified, giving a
spectrum that resembles the absorption spec-
trum, The method shows high sensitivity,
especially for thin films where the prism acts
as a light pipe to give multiple internal reflec-
tions from the surface.

Structure Determinations To a good approx-
imation, the electronic energy of a molecule
may be found by ignoring the motions of nuclei;
the energy obtained by solving the Schrdedinger
equation then contains an error, as a function
of positions of nuclei, that is just the vibrational
potential function. Similarly, the vibrational
energy may be evaluated by ignoring rotations.
This separation of the wave function is called
the Born-Oppenheimer approximation. It allows
first-order interpretation of spectra in different
regions as if they were solely electronic, vibra-
tional, or rotational in origin.

The primary theoretical tool of the molecular
spectroscopist is group theory, applied to the
symmetry properties of the system under study,
Absorption of radiation normally requires a
change in dipole moment of the absorber
during the transition, The intensity of absorp-
tion is determined by the transition moment,

Y MY dr, the integral over initial and

final state wave functions and the dipole
moment operator, From symmetry arguments
it can be shown that certain transitions must
have zero transition moment {at least in the
usual approximations, such as isolated harmonic
oscillators or one-electron wave functions.)
These conditions provide selection rules, that
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predict which transitions may be active in
absorption for various paossible structures,
Comparison of observed with predicted spectra
then usually allows a determination of the
actual structure of the molecule.

Prediction of intensities is much more difficult,
depending more strongly on detailed models
for the absorber, but successful correlation of
intensities and structure can therefore provide
significant additional information,

Analysis of low-frequency spectra of crystals
relies on the symmetry of the unit cell. Vibra-
tional motions, calied phonons, travel through
the crystal and may be analyzed according to
the theory of transmission lines with discrete
elements. The shapes of absorption bands are
determined primarily by the densities of states,
If phonon energy is plotted against phonon
wavenumber in the crystal, the curves are flat
for certain wavenumber values (often near the
boundaries of the Brillouin zones), so the
probability of absorption at these energy values
is significantly increased, The energy determines
the frequency of the external radiation that
will be absorbed, Symmetry arguments in
crystals are modifications of those for isolated
molecules, involving lattice groups as well as
point groups.

Selection rules may also be derived on the
basis of conservation of angular momentum. A
photon carries one unit {#) of angular momen-
tum, and thus adds this unit to the molecule
upon absorption. Depending upon the nature of
the molecular transition, this angular momentum
will change the rotational state, or a degenerate
vibrational state, or the orbital momentum of
an electron. Spin angular momentum is seldom
affected, except insofar as it is coupled with
other motions. Because angular momentum
follows vector addition rules, the angular
momentum of the molecule can change in
magnitude by *1 or 0 units, unless it is initially
zero. Group theory provides additional insight
into the axis along which the angular momen-
tum can change,

Models of the electronic structures of mole-
cules are usually based upon one-electron wave
functions, called orbitels. Some examples
include the united-atom and separated-atom
models for diatomic molecules and their
extension to polyatomics, the free-electron
model for unsaturated and aromatic structures,
and Hiuckel calculations for aromatics. In addi-
tion, theoretically based rules have been given
by Walsh and by Woodward and Hoffman that
predict which orbitals will be occupied and the
effects on molecular shapes and reactivities,
Ab initio calculations, employing self-consistent
field approximations, have been carried out for
small molecules, providing a theoretical basis
for extrapolations to larger systems.

Qualitative Analysis Molecular vibrations
can be described as superpositions of normal,
or independent, modes of vibration. Each
normal mode involves the entire molecule and
has the symmetry of one of the symmetry
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species, or irreducible representations, of the
point group that describes the ground-state
symmetry of the molecule. Nevertheless, certain
normal modes are affected primarily by specific
functional groups within the molecule. For
example, C—H stretching modes appear at a
wavenumber near 3000 em ™Y, somewhat higher
if the hydrogen is near an electron-rich group
such as an aromatic ring, an oxygen, or a
chlorine, and generally alittle lower for aliphatic
C—H. Stiffer bonds absorb at higher frequencies.
N—H and O—H are near 3300-3700 and S—H
around 2500 ¢cm™'; C=0 is near 1650-1750,
compared with C--0, closer to 1000-1200
cm-1, Larger mass moves the vibration to lower
frequencies; C—Cl stretching bands appear near
600-900 cm~! and C—Ilower yet. Vibrational
absorptions that always tend to appear in the
same place are called characteristic frequencies.
By contrast, low-frequency vibrations, including
modes involving primarily bending motions,
and stretches that may couple with adjacent
bonds, such as C—C in aliphatic chains, are
much more variable in position, depending on
the particular molecule in which they occur.
Thus the low-frequency end of the spectrum is
called the fingerprint region. Often the nature
of a compound can be determined from the
characteristic frequencies and the exact com-
pound then identified by comparing the finger-
print region with spectra of known compounds.

One must be particularly careful in identifying
spectra of gases and solids. Rotational structure
can appear in the gas phase, especially for small
molecules, that depends to some extent on the
gas pressure, Spectacular misinterpretations of
spectra have been reported when different
rotational branches of a single absorption band
have been assigned to different molecular
absorbers. Often solids will give spectra very
similar to solution spectra, but the spectrum
may also vary markedly depending wupon
crystal structure and orientation of crystallites
with respect to the beam, The halide pellet tech-
nique tends to introduce spurious hydroxyl
bands and the high pressure or chemical reactions
sometimes alter the spectrum significantly.

A first approximation to explanation of elec-
tronic absorption spectra, in the visible and
ultraviolet, was provided by the model of
chromophores and quxochromes, Certain struc-
tural fragments (chromophores} were recognized
that cause absorption. For example, a single
aromatic ring (benzene) absorbs weakly around
250 nm {40,000 cm™!), as does a carbonyl or
nitro group, Substituents (auxochromes) on the
molecule shift the absorption, most often to
lower frequencies. For example, methyl, chloro,
hydroxy, methoxy, amine, and acetyl sub-
stituents on the benzene ring produce shifts,
increasing in the order given, of the strong
absorption band initially near 200 nm (49,000
cm™1}), Although the chromophore-auxochrome
model was initially empirical, theoretical justifi-
cations of many of the absorption bands and
frequency shifts are now possible.

Despite advances in theory underlying absorp-
tion spectra, most qualitative identifications
rely on empirical correlation of observed spectra
with the spectra of known compounds. In the
ultraviolet and visible, relatively few bands are
observed and these are often broad and some-
times featureless, Nevertheless, the positions
offer significant information on possible
absorbers, which can be supplemented by
changing sample conditions, For example, a
nonpolar molecule such as benzene will show
little frequency shift with change of solvents;
a polar compound such as a ketone will show
an appreciable shift; and addition of acid to
an amine will produce the amine hydrochlotride,
which has a totally different absorption spec-
trum, Extensive compilations of electronic
spectra for comparison are now available.

Quantitative Measurements Except for beams
of unusually great intensity, the absorption is
determined by the Lambert-Bouguer law or
Beer’s law. The fractional intensity lost in any
small increment of sample thickness is the
same, and is proportional to the thickness incre-
ment and to the concentration of the absorbing
species. This leads to the idealized law, for
monochromatic radiation,

I=1y 1Q7abe

where ¢ is the absorptivity of the absorbing
species, present at concentration ¢, in a cell of
length &. In practice, however, deviations are
often observed. If the absorptivity varies over
the frequency spread of the beam, the more
strongly absorbed frequencies will be depleted,
and the absorptivity will therefore decrease
with sample path length. Chemical and physical
interactions in the sample may modify the
nature of the absorbing species, causing the
absorptivity to vary with concentration. Thus
it is necessary to check each sample to determine
whether Beer's law is obeyed before attempting
a quantitative analysis. So long as the absor-
bance, 4 =abc =-log (transmittance}, is addi-
tive for all absorbing species present, non-
linearities in the calibration curve of measured
absorbance vs. concentration can be accommo-
dated by graphical technigues or successive
approximations.

Any number of components may be deter-
mined simultaneously by making measurements
at the same number of frequencies, but accuracy
will suffer unless several conditions can be
satisfied. There should be significant differences
of absorptivity of the various species at the
frequencies selected. No absorptivity should
change rapidly with frequency at any of the
analytical frequencies. If an absolute background
(Iy, or A = 0) line is not available, the reference
background line must be drawn between fixed
frequencies, rather than between similar features
(e.g., transmittance maxima) of the curves.

Greater accuracy in  a  multicomponent
analysis is achievable by making measure-
ments at more frequencies than the number of
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unknowns. The analytical equations may be
expressed in matrix form, A =KC, where A
is a column matrix of measured absorbance
values at the several analytical frequencies, C
is a column matrix of the (unknown) concen-
trations of the species present, and K is a
rectangular matrix of calibration values, one
measured value {¢b} at each analytical frequency
for each species. Muitiplication of each side on
the left by the transpose of K gives KA =A'=
KKC = K'C, where A’ has the same dimension
as C and K’ is a square matrix, Solution of A" =
K'C gives the best values of the concentrations
to a least squares approximation.

Quantitative analysis is uwsually much more
difficult for solid and gaseous samples than for
solutions. Solid samples are generally not
spatially homogeneous, so Beer's law cannot
be expected to apply. However, if the sampie
has been very finely divided before mulling in
oil or pressing in a transparent matrix, the
deviations may be small enough. It is often
necessary to resort to some form of internal
standard, a compound of known absorpfivity
added in known concentration to the sampie,
50 that the amount of sample in the beam can
be determined.

Gases are spatially homogeneous but because
of rotational fine structure may appear inhomo-
geneous with respect to frequency. The beam
typically averages transmittance owver several
narrow absorption bands and the gaps between,
so the observed absorbance depends strongly
on the widths of the absorption bands, which
depend, in turn, on the pressures of the gases
in the sample, The apparent absorptivity
increases as the gas pressure increases (i.e.,
absorbance increases faster than pressure, for
given cell length) because pressure broadening
makes the sample more nearly homogeneous
with respect to frequency over the spectrometer
bandwidth.

Stray radiation, scattered within the mono-
chromaior and reaching the detector mixed
with the signal at another frequency, also may
cause quantitative errors. The problems are
most severe near the ends of the spectrometer
range, where the signal intensity is low.
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ACCELERATOR, PARTICLE

Particle accelerators are electromagnetic de-
vices used to generate energetic beams of charged
particles—electrons, protons or other ions, They
are widely used in research in many fields of
physical science and they have many practical
applications in medicine, manufacturing, and
engineering.

The earliest forerunners of particle accelera-
tors were the gas discharge tubesand x-ray tubes
of the late 1800s, They provided some of the
early technelogical base for accelerator devel-
opment, but they were special in purpose, very
limited in voltage, and did not provide the moti-
vation for accelerator development,

The need for particle accelerators became
apparent in the 1920s after Rutherford had
demonstrated the existence (1911} and the
disintegration (1919) of the atomic nucleus
using alpha particles from a radioactive sub-
stance to probe the structure of the atom.
Clearly these experiments gave promise of a
radical new understanding of the nature of
matter, But just as clearly, particles from radio-
active substances were not adequate for the
task of exploring atomic and nuclear structure,
Beams from such sources were very limited in
intensity, poor in collimation, lacked control
of energy, and were limited to §-rays (electrons)
and a-particles (helium nuclei). Reviewing the
need for particle accelerators and the techno-
logical base for developing them, Rutherford
stated in a famous addressin 1927:

It would be of great scientific interest if it were
possible in laboratory experiments to have a supply
of electrons and atoms of matter in general, of
which the individual energy of motion is greater
even than that of the o-particle. This would open
up an extraordinarily interesting field of investiga-
tjon which could net fail to give us information of
great value, not only on the constitution and sta-
bility of atomic nuclei but in many other direc-
[B]ut it is obvious that many experi-
mental difficulties will have to be surmounted
before this can be realised.

Inventors and experimenters were already at
work to overcome the difficulties with a variety
of approaches: electrostatic devices, Tesla coils,
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transformers, voltage multipliers, radio-fre-
quency resonance acceleration, even atmos-
pheric electricity, By the early 1930s several
types of particle accelerators had been invented
and successfully used in nuclear experiments,

The electric force is the only macroscopic
force strong encugh to accelerate particles. The
magnetic force, while also strong, is exerted
perpendicular to a line of motion, and thus may
be used to change the direction of, but not to
accelerate, particles, Applying these forces,
many kinds of accelerators have been developed,
but all are based on a few physical concepts.
The emergence of these concepts will be used
as a framework to discuss the principal types
of accelerators.

Direct-Potential-Drop Accelerators The sim-
plest particle accelerator concept entails a source
of charged particles at one end of an insulating
evacuated tube and a source of high voltage
placed across the ends of the tube, The parti-
cles are accelerated from the source end of the
tube to the target end by the electric field and
gain kinetic energy. The energy of accelerated
particles is universally expressed in electron-
volts, eV, the energy gained by a particle bear-
ing a charge equal to that of an electron acceler-
ated through a potential difference of one volt,
The energies that are of interest in nuclear
studies are several hundred kiloelectron-volts,
keV, and upwards without a presently preceived
limit. The technological difficulties encoun-
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tered in the realization of this concept are con-
nected with generating the high voltage and
with electrical breakdown both internally and
externally in the accelerating tube,

I.D.Cockeroft and E, T. 5. Walton, who were
the first to achieve nuclear disintegration by
electrically accelerated particles in 1932, used
a voltage-multiplving rectifier circuit of four
stages which effectively charged capacitors
in parallel and discharged them in series toreach
about 400 kV. They used a glass accelerating
tube which was divided into two segments with
an intermediate electrode at mid-potential, The
ion source was a low-voltage discharge in hydro-
gen yielding a supply of protons, This type of
accelerator has been continuously improved by
increasing the number of power supply stages
and the segments of the accelerating tube, in-
creasing the frequency of the charging circuit,
immersing the voltage supply and the acceler-
ating tube in insulating fluid or pressurized gas
to reduce breakdown and other variations and
refinements, The Cockroft-Walton accelerator
remains in use today in many applications up
to a few MeV and as a preaccelerator typically
operating at 750 keV to inject a beam into a
higher-energy accelerator,

The other application of the simple concept
of direct application of voltage to an acceler-
ating tube that has had enduring success is the
Varn de Graaff or electrostatic accelergtor. In
this accelerator the potential is supplied elec-
trostatically by an insulating belt transporting
charges between ground and a large, usually
spherical, high-voltage terminal. R.J. Van de
Graaff demonstrated an electrostatic generator
of this type in 1931 and the first application to
nuclear studies was made by a group headed
by M. A, Tuve at the Carnegie Institution in
Washington in 1933 with a beam of 600 kV
protons. This type of accelerator has also been
subject to many improvements and variations,
The charging belt and the accelerating tube may
be vertical or horizontal. After the earliest ex-
amples these accelerators were invariably housed
in pressure tanks to exploit the superior voltage
holding properties of various gases at high pres-
sures. Refinements in the design of segmented
accelerating tubes and the use of shelis at inter-
mediate potentials between the grounded pres-
sure tank and the high voltage terminal have
been the main factors leading to reliable opera-
tion of Van de Graaff accelerators at over 10
MeV, More than twice that voltage is achieved
in the tandem design in which negative ions are
accelerated from ground potential to a positive
terminal where they are stripped of electrons to
form positive jons and then further accelerated
to ground potential,

Both the Cockcroft-Walton and the Van de
Graaff accelerators are characterized by good
regulation, easy control of voltage, and excel-
lent beam collimation. They also work with
either sign of charged particle and a compara-
tively simple change of ion source may permit
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acceleration of partially or completely stripped
nuclei of any element.

Resonance Acceleration The concept of
resonance acceleration, that is, repeated acceler-
ation by radio-frequency power at relatively
low voltages to produce high-energy particles,
made it possible to avoid the severe technolog-
ical problem of electrical breakdown at high
voltage. R. Wideroe in 1928 demonstrated the
principle with a single tubular electrode sup-
plied with radio-frequency power mounted
between two grounded electrodes, Sodjium ions,
Na*, were accelerated into the electrode while
it was negative, passed through, and further
accelerated at the other end when the potential
of the tube became positive, thus attaining an
energy corresponding to twice the applied ra-
dio-frequency voltage, In 1929 E. O. Lawrence
elaborated the concept to include the effect
of a magnetic field and invented the cyeclotron,
If, in a uniform magnetic field, ions are ac-
celerated perpendicular to the field by a radio-
frequency voltage applied to a reentrant elec-
trode, then for appropriate values of the field
and frequency the ions will pursue a circular
path and return to the opening of the electrode
when the voltage has reversed and the ions will
again be accelerated. Continuing, the ions will
describe a gpiral path increasing in radius and
energy as they enter and leave the accelerating
electrode in resonance with the applied radio-
frequency voltage, making it possible to reach
energies corresponding to hundreds of times the
applied voltage, An additional requirement is
that the ions remain in the mid-plane of the
cyclotron; that requirement, focusing, is met by
a slight decrease of the magnetic field with ra-
dius, The great advantage of achieving high
energies without the necessity of generating
high voltages led to the rapid development of
the cyclotron as an accelerator of protons,
«deuterons, and alpha particles of energies of
several tens of MeV, It was the leading type of
accelerator until the end of World War IT and
over a hundred were in operation in laboratories
all over the world. As the requirements of re-
search called for increasing energy the limitation
of the classical cyclotron became apparent. The
cyclotron resonance condition specifies a fre-
quency of the accelerating voltage equal to the
rotational frequency and proportional to the
magnetic field and the charge to mass ratio of
the ions, but as the energy of the jon increases
the mass of the ion increases (relativistic effect),
decreasing the rotational frequency and vio-
lating the resonance condition, This limits the
number of turns that the ions will stay in phase
with the accelerating voltage and limits the
energy of the cyclotron to some tens of MeV.

The Induction Accelerator There were many
attempts in the 1920s and 30s to devise an
accelerator using the electric field induced by
a changing magnetic flux (transformer action)
to accelerate jons, The requirements of a mag-
netic field to hold ions in a circular orbit and
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to provide a changing flux linking the orbit to
accelerate the ions were demanding, and success
was not achieved until 194] when D. Kerst
demonstrated electron acceleration in his beta-
tron. The betatron was immediately recognized
as being very well adapted to accelerate electrons
for high-energy x-ray production, and it was
commercially developed and extensively used
for that purpose. A typical energy was about 25
MeV. It was also developed as a research tool to
an energy of about 300 MeV but was soon
rendered obsolete by other developments,

More recently, special purpose linear induc-
tion accelerators have been developed to pro-
vide very intense, short bursts of electrons at
energies of a few MeV.

The Principle of Phase Stability In 1944 and
1945 V., Veksler and E. McMillan, seeking a
means of circumventing the energy limitation
of the cyclotron, independently formulated the
principle of phase stability, They pointed out
that in the acceleration of charged particles by
a radio-frequency field, particles in a certain
phase band were stable; that is, if they had
small errors of phase with respect to the ac-
celerating field or of energy, the acceleration
itself automatically tended to correct the error,
This principle had far-reaching consequences;
it effectively removed the energy limitation
{except the economic one) of accelerators and
it led to the development of several new designs,

In the synchrocyclotron, as the ions are ac-
celerated and their mass increases, the frequency
of the accelerating voltage is slowly decreased.
The ions automatically remain in the proper
phase and increase in energy to the limit im-
posed by the size of the magnet. Synchrocy-
clotrons were rapidly developed for protons,
deuterons, and alpha particles to energies of
hundreds of MeV. The magnets weighed several
thousand tons and had pole diameters up to
about 5 meters, The size and cost of the magnet
became the limiting factor as the need for higher
energies in nuclear research continued,

The principle of phase stability coupled with
the cvclotron resonance condition provided the
means around the limitation of the synchrocy-
clotron also. In the proton synchrotron, low-
energy ions are injected into a ring-shaped mag-
net. Both the frequency of the accelerating
voltage and the magnetic field are increased,
holding the ions in a nearly constant radius orbit
as they are accelerated. The weight and cost of
a magnet for constant-radius orbits are very
much less than those of one spiral orbits. As in
the cyclotron, the ions are focused by a small
decrease of field with radius. Proton synchro-
trons of this type extended the practical energy
limit to over 10 GeV (10,000 MeV).

Electron synchrotrons or just synchrotrons
are based on the same principles, with one sim-
plifying feature but a new limitation. The sim-
plification is that since an electron attains
nearly the constant velocity, ¢, at an energy of
a few MeV, only the magnetic field need be
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varied if the electrons are introduced inte the
synchrotron with a few MeV energy, The limi-
tation compared with the proton synchrotron
is an energy limitation and is due to the radia-
tive Joss of energy of charged particles in circular
orbits, This is called synchrotron radiation and
is a special case of bremsstrahlung. This effect,
which placed a practical energy limit of about
I GeV on the first generation of synchrotrons,
is not significant in proton accelerators because
the energy loss varies inversely as the square of
the mass of the particle.

Linear Accelerators The concept of the
linear accelerator, that is the acceleration of
charged particles along a linear path by radio-
frequency fields, goes back to the 1920s, and
early development was carried out in the 1930s,
However, the necessary rf power technology
was not available at that time and the cyclotron
and the Van de Graaff accelerators were so
successful that linear accelerator development
languished, Radar and communications devel-
opments during World War II resulted in great
advances in rf technology and specifically in
the availability of high-power high-frequency
tubes of several kinds. This led to the develop-
ment of two kinds of linear accelerator in the
immediate post-war years,

The first was the electron linear gccelerator
or electron linge by W. Hansen in 1947, In this
accelerator a traveling rf wave is introduced
into a waveguide which has been ioaded with a
series of washer-shaped irises to reduce the
phase velocity of the wave to ¢, Electrons pre-
accelerated to about 2 MeV, where their veloc-
ity is 0.98¢, ride the crest of the advancing wave
as, in analogy, a surfer rides a water wave. Typi-
cally the frequency is about 3000 MHz and the
diameter of the waveguide accelerating tube is
8 c¢m, The maximum energy achieved with ac-
celerators of this type has been 24 GeV at the
SLAC 2-mile accelerator, In the lower energy
range, about 100 MeV, hundreds of these ac-
celerators have been built commercially and are
used as x-ray sources both for therapy and
radiography.

The second was the profon linac developed
by L. Alvarez in 1948, In this accelerator, a
standing rf wave is set up in a resonant tank in
a mode in which the maximum eleciric field is
along the axis of the tank. A series of “drift
tubes” of appropriate length, shape, and spac-
ing are distributed along the axis so that charged
particles are accelerated by the rf field when
they are hetween drift tubes, but are shielded
from the field during the reverse half cycle, An
initial energy at injection is necessary; in the
modern proton linac this is typicaily a Cock-
croft-Walton accelerator operating at 750 KeV,
Proton linacs themselves are used as injectors
into proton synchrotrons, For this purpose
their energy may be 50 or 200 MeV. The high-
est-energy proton linac is an 800 MeV accelera-
tor designed to exploit the high current capabil-
ity of linacs.

Linear accelerators similar in principie to pro-
ton linacs may also be used to accelerate auclei
of any atom, including Uranium. Such heavy-
jon linear accelerators (hilacs) are more compli-
cated because they must provide for acceleration
of particles of various charge-to-mass ratios
corresponding to different charge states and
different nuclei.

Sector-Focused Cyclotrons We have seen
that the energy of the classical cyciotron is
limited by violation of the resonance condition
as the mass of the particle increases with enezgy.
The synchrocyclotron provided a way around
this difficulty but only at the expense of in-
tensity because the magnets are pulsed, If the
magnetic field of a cyclotron increased with
radius, the resomance condition could be
matched to the increasing particle mass; how-
ever, an increasing field defocuses and all the
particles would be lost, L. H, Thomas in 1938
pointed out that a focusing force could be re-
stored if the magnet poles were sectored, pro-
ducing alternate regions of high field and low
field even if the average field increased to match
the resonance condition., This idea was not
immediately exploited, but developments be-
ginning in 1949 resulted in numerous variations
of cyclotrons characterized by azimuthally
varying magnetic fields and constant rotational
frequency, Accelerators of this type have been
built for protons to energies of about 600 MeV
with currents of 150 uA | a factor of 100 greater
than can be achieved with a synchrocyclotron,
The sector focusing idea introduced a flexibil-
ity into design, making it possible also to build
cyciotrons which could accelerate ions of dif-
ferent species and with variable energy. These
developments have rendered both the classical
cyclotron and the synchrocyclotron obsolescent,

Alternating-Gradient Focusing The principle
of phase stability removed the energy limitation
of the classical cyclotron and it made possible
the design of accelerators using annular magnets,
but the focusing requirement was still met as
in the case of the cyclotron by iniroducing a
negative gradient of the magnetic field with
radius which gives a force restoring ions to the
median plane of the magnet (vertical focusing
in the usual orientation). This focusing force,
which is relatively weak, determines the space
required by the beam, hence the size and cost
of the magnet, The focusing force cannot be
inereased simply by increasing the gradient of
the magnetic field, because then the ions would
not be confined in the radial direction (hori-
zontal defocusing).

N.C, Christophilos in 1950 and E, D. Courant,
M. S. Livingston, and H. 8. Snyder in 1952 in-
dependently devised a new focusing scheme
called alternating-gradient or strong focusing,
If a magnet is divided into segments, alternating
segments with vertical focusing and radial de-
focusing forces with segments having vertical
defocusing forces and radial focusing forces the
net effect will be focusing in both directions,
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Strong focusing incorporated intc proton
synchrotron design reduced magnet aperture
cross sections by a factor of ten or more, mak-
ing it economically possible to design proton
accelerators up to several hundred GeV. The
largest of these at the Fermi National Accelera-
tor Laboratory (1972) and at the European
Organization for Nuclear Research, CERN,
(1976) have annular magnet systems of 2 km
major diameter and aperfure cross sections
of about 5 by 15 ¢m. The maximum proton
energies of these accelerators are 500 and 450
GeV, respectively. The energy of electron
synchrotrons incorporating strong focusing is
still limited by radiative energy loss, but the
advantage of small magnet cross section has
made it possible to achieve energies of more
than 10 GeV.

Colliding Beams In a collision between a
particle and a stationary farget nucleus, not all
the kinetic energy is available to induce a reac-
tion. Part of the energy, as required to conserve
momentum, goes to the motion of both parti-
cles after the collision. For accelerated and tar-
get particles of egual mass and for energies
where relativistic effects are small, the avajlable
energy is approximately one-half the energy of
the accelerated particle, This is not a serious
loss; however, for particles accelerated to
higher energies, an increasing fraction goes to
the energy of motion, For protons at relativistic
energies striking target protons, the available
center-of-mass energy is approximately +/2F
GeV, where £ is the energy of the incident
particle in GeV, Thus the largest proton syn-
chrotrons of about 500 GeV energy can deliver
only about 30 GeV to a reaction. If two beams
of particles of energy E traveling in opposite
directions could be made to collide head on, an
energy 2E would be available for reactions. The
possibility that this obvious, but very difficult
to achieve, objective might be realized was de-
tived from suggestions made independently by
D. W. Kerst, G, K. O’Neill and others in 1956.
Because even the most intense accelerator
beams are not adequate to give a useful inter-
action rate if two accelerator beams are simply
pointed at each other, it is necessary to collect,
store and recycle the accelerated particles. This
is done hy injecting the beam from an accelera-
tor into an annular magnet with a constant mag-
netic field. If the magnetic field is very precise
and if the pressure in the vacuum chamber very
low (<1077 Torr), the beam may be made
to circulate for many hours, even days, Such
storage rings may be constructed in intersecting
pairs with provisions for loading them in oppo-
site directions with particles from an accelera-
tor, At the beam intersections a small fraction
of the particles interact and the noninteracting
ones continue around for repeated chances to
interact.

The ISR (Intersecting Storage Rings) at CERN
provides for collisions of proten beams at 30
GeV, giving a total energy of 60 GeV, A single
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beam of 30 GeV on a target would give only
about 7.75 GeV, A single storage ring may also
be used to store two counter-totating beams of
particles of opposite sign. Thus PETRA at
Hamburg and PEP at Stanford are single storage
rings designed for electrons and positrons at
about 20 GeV each., At CERN the 450 GeV
proton synchrotron has been reconfigured
with a complicated set of auxiliary rings to
accelerate, store, and collide protons and anti-
protons at 270 GeV, giving collisions of 540
GeV. To produce this collision energy with a
single accelerator and a fixed target would re-
quire an energy of about 15 TeV (15 X 102
eV)!

Uses of Accelerators While the demands of
nuclear and particle physics research have been
the strongest driving force in the development
of new accelerators and the achievement of
high energies, the applications of accelerators
in other sciences and in industry has been wide-
spread and the contributions very important.
Usually the accelerators designed for practical
applications operate at less than the maximum
energy for their type, but they may often be
required to meet other demands at the limit of
technology —intensity, reliability, compact size,
ete.

In medicine, accelerator-produced radiciso-
topes are routinely used to image internal struc-
tures and to monitor functions, Thousands of
small compact electron linear accelerators are
used in hospitals to generate penetrating x-rays
for cancer therapy. Accelerated particles rang-
ing from protons to silicon nuclei and second-
ary beams of neutrons and pions are also used
for cancer therapy but on an experimental
basis, In engineering and manufacturing, elec-
tron accelerators are used to generate pene-
trating x-rays to examine large structures;
small ion accelerators are used to implant con-
trolled impurities in the fabrication of semi-
conductor devices. Radioisotope tracers are
used to study and monitor chemical reactions,
wear, and other processes., Small accelerators
are used t¢ log oil wells and other bore holes
by analysis of the characteristic radiation from
various elements when excited by neutrons,
Plastics with superior electrical and chemical
properties are produced by curing organic
polymers with electron beams, Extremely
sensitive and nondestructive analysis can be
accomplished by inducing characteristic x-ray
emission by preoton or alpha-particle beams
from cyclotrons or electrostatic accelerators.
Synchrotron radiation, electromagnetic radia-
tion from energetic electrons confined to orbits
by magnetic fields, a limiting factor in energy
of electron accelerators, is an extremely useful
source of intense, highly collimated radiation
extending from the infra-red to x-rays, There
are many applications of this radiation in chem-
istry, metallurgy, and biclogy.

The Future of Accelerators The course of
accelerator development may be displayed in an
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interesting way in a plot first due to M, S. Liv-
ingston. The maxinmum energy achieved with
each type of acclerator is plotted against the
year it was achieved, see Fig, 1, It will be noted
that, as each type of accelerator reaches or
approaches a limiting energy, a new type ap-
pears. A linear envelope of these curves shows
that maximum accelerator energy has increased
by a factor of about 8 each decade for 50 years,
There appears to be no letup in the demand for
higher energies for research directed towards
the ultimate structure of matter; yet the sizes
of the largest accelerators are measured in kilo-
meters and the cost in hundreds of miliions of
doliars. It seems likely then that further ad-
vances in accelerator performance will depend
upon the emergence of new concepts to cir-
cumvent the limits of size and cost, Supercon-
ductivity is already coming into use to provide
higher magnetic fields at lower power costs and
will be exploited more fully. Strong electric
fields are associated with intense laser beams;
a way may be found to apply these fields to
accelerate particles, The very strong magnetic
fields associated with an intense electron beam
may be useful to confine other particles. The
collective effects of a swarm of particles may
be used to transfer emergy to other particles.
Invention and development are continuing and
there will be new concepts almost surely lead-
ing to new types of accelerators with perfor-
mance going well beyond the present large
accelerators,
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ACCELERATORS, LINEAR

Linear accelerators (often abbreviated to
“linacs") are used for acceleration of electrons,
protons, and heavy ions, Electron linear acceler-
ators have yielded electrons at energies above 20
GeV; proton linear accelerators have not yet
reached energies above 800 MeV.

Although the term “linear accelerator’” is
occasionally used to describe systems in which
particles are accelerated by electrostatic fields
(Cockeroft-Walton ot electrostatic accelerators),
the teym is generally used to apply to systems in
which particles are accelerated along a linear
path by application of rf fields, Only accelera-
tors of this type will be discussed in this article.

The linear accelerator has the advantage that
the accelerated beam is easily exiracted for ex-
perimental use, In principle it is capable of pro-
ducing well-focused beams of higher intensity
than are zvailable from circular machines of the
synchrotron or synchrocycletron type. It does,
however, require very high power levels at fre-
quencies where conversion equipment is rela-
tively expensive. For a given final energy, a
linear accelerator will usually be materially
more expensive than a synchrotron., (For a
general discussion of accelerators see ACCELER-
ATORS, PARTICLE.)

Field Patterns Used in Linear Accelerators
The rf fields used for acceleration are setupina
long cylindrical cavity whose axis is to be the
axis of the accelerated beam. Hence for accelera-
tion the field pattern must have a major electric
field component parailel to the axis. This
requirement is satisfied by the TM g, waveguide
mode in which a paraxial electric field has its
maximum strength at the axis and falls to zero
at the cavity wall. Azimuthal magnetic fields lie
in planes normal to the axis, have small values
near the axis and increase to maximum values at
the cavity walls. Usually the field pattern is
maintained by coupling to these magnetic fields
by loops or apertures excited by external power
sources. Corresponding to the high tf magnetic
field at the wall, paraxial currents flow in the
walls and are responsible for a major fraction of
the power loss in the system. When high electric
fields are required on the axis to accelerate to
high energy in reasonable distances, the wail cur-
rents are correspondingly high. For acceleration
rates of 2 MeV/m, power losses in copper walls
will be of the order of 50 kW/m.

Both standing wave and traveling wave pat-
terns are used in linear accelerators, If traveling
waves are used, as is the case in most electron
machines, the phase velocity of the waves must
be made egual to the velocity of the particles ac-
celerated; as the particle velocity increases, the
phase velocity also must increase, But phase
velocities in simple waveguides always are greater
than the velocity of light, and loading must be
introduced {o reduce the phase velocity to the
desired value, This is accomptished by introduc-
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FIG. 1. Cutaway of iris-loaded waveguide for electron linear accelerator.

tion at intervals of washer-shaped irises, as
shown in Fig. 1.

Standing wave patterns are used in proton
linear accelerators. Cavities many meters in
length are excited in the TMgy, mode in which
the axial field is uniform from one end of the
cavity to the other. Protons which enter the
cavity at a low injection velocity may arrive at a
phase of the rf field at which they are im-
mediately accelerated, but before they have
traveled more than a few centimeters, the field
will reverse and become decelerating. To protect
the particles from the field in its decelerating
phase, “drift tubes™ are introduced, as shown in
Fig. 2. These are pipes coaxial with the cavity
and of such length that the particle is protected
from the field during its reverse phase and
emerges only after a complete if cycle when the
field again is accelerating. As the particles gain
energy, the drift tubes are increased in length.

It would appear that the rather complicated
drift-tube structure is conceptually and mechan-
ically inferior to the rather simple iris-loaded
traveling-wave system. It is adopted at the rela-
tively low phase velocities required for protons
in the range below about 200 MeV because the
extreme loading required to reduce the phase
velocity of the iris-loaded systern to velocities
below one-half of the velocity of light results in
very high losses. From the point of view of rf
power consumption, the drift-tube structure is
much superior at low phase velocities.

Electron Linear Accelerators Electrons very
rapidly approach the velocity of light {¢) as they
are accelerated. At 1 MeV an electron already has
reached 94 per cent of its ultimate velocity. At
energies higher than this satisfactory acceleration
will be achieved if all sections of the accelerator
are made to have phase velocities equal to e,
This makes much easier the tasks of construction
and of operation. For example, f excitation of
a section of the accelerator may fail and the
whole machine will still be operative, although
at a slightly lower final energy.

Losses per unit length in waveguides generally
decrease as the square root of the rf wavelength
for equal axial fields. Hence, where possible, it is

desirable to operate at as high a frequency as
possible. But, as wavelength is decreased the di-
ameter of the structure and of the beam aperture
decrease correspondingly. The highest frequency
that gives convenient beam apertures and at
which adequate power sources are available is in
the 3000-MHz range., For reasons that are pri-
marily historic, most electron linear accelerators
in the United States are operated at a frequency
of 2856 MHz.

Both the phase velocity and the group velocity
in the guide are determined by the dimensions of
the guide and the loading irises. The group ve-
locity is fixed also by the capabilities of the rf
power sources. Klystrons with outputs of the
order of 20 MW have become standard; each
klystron can excite a section of waveguide 3 m
long to axial fields of 10 MV/m. The group ve-
locity suitable for this operation is 1 per cent of
the velocity of light. The dimensions indicated in
Fig. 1 result in a phase velocity of ¢ and a group
velocity of 0.0l¢ when the guide is excited at
2856 MHz,

Injection is from a conventional electron gun.
In some cases a short “bunching section’ pre-
proups the electrons around the peak of the ac-
celerating wave. In this section, the phase veloc-
ity is matched to the electron velocity by
suitable choices of dimensions.

The power levels required are so high as to pre-
clude continuous operation. Typical operation is
with two-microsecond {2-usec) pulses repeated
several hundred times per second. Of the 2-usec
pulse, the first half is required to build up the
accelerating field.

Electron linear accelerators in the energy range
below 100 MeV are widely used for x-ray pro-
duction and are commercially available. Most
of the pioneer work on electron linear accelera-
tors was done at Stanford where a machine two
miles long is in operation at over 20 GeV, At
Orsay, France, a 1.3-GeV electron machine is in
operation, and in Kharkov in the USSR a 2-
GeV accelerator is also in operation,.

Proton Linear Accelerators Because of the
lower velocities of protons at million-electron-
volt energies, proton linear accelerators suffer
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from several limitations ftom which the electron
machines are free. Injectors for protons usually
are Cockcroft-Walton voltage multiplier sets giv-
ing energies of 500 to 750 keV. At 750 keV the
velocity of a protonis only 0.04c. The accelerat-
ing field component at such low phase velocities
varies strongly with radius at a rate that is ap-
proximately proportional to the sguare of the
frequency. This effect sets an upper limit of
about 200 MHz for the frequency of the ac-
celerating field, and most proton linear ac-
celerators are operated in the neighborhood of
200 MHz, A cavity resonant in the TMg, o mode
at that frequency will be about 90 cm in
diameter,

Figure 2 is a schematic cross section through a
50-MeV proton linac formerly used at the Brock-
haven National Laboratory as the injector for
the 33-GeV synchrotron. Sections are shown ai
the injector end, at the region where the protons
have an energy of about 10 MeV, and at the
high-energy end. The over-all lengih of the
machine is about 33 m, The drift tube shapes
indicated have the purpose of keeping each sec-
tion of the machine resonant to give a uniform
accelerating field pattern and, at the same time,
of holding the resistive losses in the walls of the
drift tubes to levels as low as possible.

The principle of phase stability is operative in
proton linacs whereas, at the extreme relativistic
velocities of multi-MeV electrons, eleciron linacs
do not enjoy phase stability and require extreme
precision in axial dimensions. In the proteon
linac, the drift tube lengths increase ai a raie
corresponding to acceleration at a phase dis-
placed 20° or 30 from the peak of the wave.
The phenomenon of phase stability (see
ACCELERATORS, PARTICLE) results in contin-
ual restoration to the correct phase of protons
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22

which enter the machine at phases in the neigh-
borhood of the correct phase. Often pre-
bunchers are used to collect a large fraction of
the injected beam around the accelerating phase.
These prebunchers have the same design as the
modulating gap in a klystron and function in
the same fashion.

At the stable phase the field across an acceler-
ating gap is rising as the proton crosses the gap,
As the proton enters the gap, the accelerating
field has a focusing component, but as it enters
the next drift tube it feels a larger defocusing
field and the net effect is a strong defocusing. In
early proton linacs this effect was overcome by
the introduction of rudimentary grids at the
downstream end of each gap. These grids give
unsatisfactory performance because they inter-
cept a large fraction of the beam and because
their poor optical quality results in loss of many
protons, With the advent of alternating gradient
focusing, grids in linacs were largely abandoned
and focusing is now accomplished by quad-
rupole magnets imbedded in the drift tubes. This
has resulted in an increase in output current by
two orders of magnitude to levels of the order of
100 mA.

Asin ¢lectron machines, the high rf power level
required forces operation at a relatively low duty
cycle. Since, at this frequency, the time required
to build up the field in the linac cavity is about
200 psec, pulse lengths for research use are
chosen to be several hundred microseconds.
Duty cycles are rarely larger than 1 per cent.

The first proton linac was the 40-ft machine
at the Lawrence Radiation Laboratory in which
protons were accelerated to 32 MeV. This ma-
chine was made possible by the development
during World War 1l of powerful if sources for
radar applications. It was a pulsed machine

DRIFT TUBES

50 MeV ACCELERATED
BEAM ——

\

SN, P i L |
y

FIG. 2. Cross section through proton linac.
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operating at peak currents in the microampere
range.

In the early 1950s a daring attempt was made
at Livermore to build a continuously operating
prototype for a very-high-energy linear accelera-
tor to accelerate protons to energies of hundreds
of MeV where they could be used in production
of fuels for reactors and weapons, The prototype
was built and operated. In those days the high-
est frequency practical for continuous operation
was 12 MHz and as a consequence the resonant
cavity was 60 ft in diameter, so big that a rail-
road spur was run into the resonator to deliver
heavy parts. The prototype was 60 ft long.
Focusing was by solenoids inside the drift
tubes—alternating gradient focusing had not yet
been invented. After about two years of work it
was discovered that there was considerably more
natural reactor fuel than had been suspected
and the project was abandoned. The project,
calted the MTA, was highly classified at the time
but was declassified in 1957.

In the late 1950s, 50-MeV pulsed linacs oper-
ated at 200 MHz were built to serve as injectors
for the proton synchrotrons at the Argonne
National Laboratory (ANL), the Brookhaven
National Laboratory (BNL) and the CERN
International Laboratory in Geneva. These were
in operation by 1961. In a few years the BNL
linac was replaced by an updated 200-MeV
machine which is still in operation in 1982. A
similar linac was built at the newly formed
Fermi National Laboratory in Batavia, Illinois
to be the injector for the second stage of the
200-500-GeV proton synchrotron.

A 20-MeV proton linac is in operation at the
KeK Laboratory in Japan where it is the injec-
tor for the 12 GeV synchrotron, This machine’s
KeK Laboratory in Japan where it is the in-
jector for the 12 GeV synchrotron. This ma-
chine’s structure has some valuable innovations
that serve as protection against damage by
earthquakes.

The first proton linac to be built by industry
for industrial use {production of radiopharma-
ceuticals) came into operation in 1981 at 40
MeV. It was built by the New England Nuclear
Corporation near Boston.

The highest energy reached in a proton linac
by 1982 was achieved at Los Alamos where an
800-MeV “meson factory’ has been in opera-
tion for about a decade. This interesting machine
combines a 100-MeV drift-tube linac with a
100-800 MeV iris-loaded section. The iris-loaded
structure is not as simple as were the early
electron linacs; coupling down the linac is via a
cavity on the side of the structure which is
coupled to the cavities on each side of an iris.
This is reported to improve stability and to
decrease rf losses. At 100 MeV the proton
velocity is approaching haif of the velocity of
light and the iris-loaded structure becomes as
efficient as the drift-tube system,

HeavyJon Linear Accelerators Heavy ions
such as C, N, O and Ne and higher masses can
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be accelerated in a structure similar to a proton
linac but usually operated at a lower frequency.
Multiply charged ions are injected at a few hun-
dred electron volts and accelerated to energies
of the order of 1 MeV per nucieon. The eartiest
heavy-ion machines resulted from a joint design
study between Berkeley and Yale. Machines
were built at both centers and proved very
valuable in research on nuclear physics and
nuclear chemistry, The Yale machine has been
shut down but the Berkeley accelerator has
undergone massive improvements. In 1982 the
Berkeley **Superhilac” had its beam transported
a considerable distance across the campus and
then injected into the Bevatron, a large synchro-
tron where much higher energies are achieved.

Heavy-ion accelerators have been particularly
valuable in preduction of transuranium ele-
ments. Their energies are continually being
pushed to higher levels in the hope of produc-
tion of elements in the predicted “islands of
stability” far beyond the end of the presently
collected periodic table of the elements.

A very ambitious heavy-ion accelerator was
built during the 197Qs at a new laboratory in
Darmstadt. [t combines several linear accelerator
types in sequence, each peculiarly suitable for
use in the energy range in question, In 1981 this
machine—the UNILAC-was undergoing major
rebuilding and modernization. When this is
complete the machine’s output can include
heavy ions with energies of 14 MeV per nucleon.

New Developmentis Three new developments
during the decade of the 1970s merit attention.

First is the *radio-frequency quadrupole” or
RFQ. It was proposed in the Soviet Union
during the years after 1971 that a structure
could be designed in which the rf accelerating
fietds would not defocus the beam but could
provide focusing as well as acceleration. The
structure would consist mainly of four bars
parallel to the particle orbits, one above, one
below, and one on each side of the orbit. The
surfaces of these bars facing the orbits would
be lightly corrugated, the corrugations above
and below facing each other, and the rising part
of the side corrugations facing the low part of
the upper and lower ones. There was consider-
able skepticism in the United States about this
scheme, and it was not tested in the US until
1978. The tests were at Los Alamos where it
was shown that the Russian predictions were
completely correct and that the RFQ system
has notable advantages at low energies over con-
ventional drift-tube systems, These include pos-
sible injection at much lower energies than the
conventional 750 keV—the Los Alamos system
used 100-keV injection. Possible applications of
the RFQ will be mentioned below.

Another step forward, applicable to the linac
as well as in many other places is the evolution
of rare earth permanent magnets. Pioneering
work on these materials has been carried on in
many places, mainly industrial, in the United
States, Japan, and elsewhere. These materials
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would be used primarily in linacs in the form of
quadrupoles. Permanent magnet quadrupoles for
linac focusing were proposed and studied at
Brookhaven in the 1950s, but the barium ferrite
permanent magnet materials did not have suffi-
cient remanent fields, The new materials have
remanent fields a factor of ten higher—of the
order of 1 Tesla, The problem of how to con-
struct these materials into a powerfulquadrupole
was first solved in LBL; since then contributions
have been made in a number of laboratories.
The first working application of rare earth
quadrupoles is in the New England Nuclear
accelerator mentioned above.

Sporadic work has been in progress for
twenty-five years on development of supercon-
ducting rf cavities. Early work in the High
Energy Physics Laboratory at Stanford led to
optimism that rf fields could be increased and
losses drastically reduced in superconducting
niobium cavities. But difficulties intervened.
There have been few applications; notable has
been the superconducting cavity in the Cornell
synchrotron, More recently a superconducting
heavy-ion linac is almost completed at Argonne.
in 198] most of the linac was assembled and in
operation, Eventually it will accelerate heavy
ions to energies of 25 Me'V per nucleon.

Design Studies and Proposals FMIT. A major
problem in the design of fusion reactors will be
the choice of materials for the *first wall,” the
wall closest to the reaction area. This wall will
be subjected to bombardment by about 104
15-MeV neutrons petr second. Various projects
using the D-T reaction have been undertaken
but generally they produce neutron fluxes too
low by two orders of magnitude, Finally it
became evident that the only way to meet the
parameters required was by use of a 30-MeV
deuteron linac operating continuously with
currents of the order of 100 milliamperes. With
a liquid metal target this device could yield as
much as 109 neutrons per second. The original
design was done at Brookhaven; later, the effort
was joined by several other laboratories. Event-
ually the detailed design study was awarded to
the Hanford Engineering organization, later to
be joined by Los Alamos. This team has made
important progress in the design effort. In 1982
it is not clear if or when construction will be
approved.

SNQ. At Karlsruhe, a design study is in prog-
ress on a linac to serve as a spallation source, A
1.1-GeV proton linac with a current of 100 mA
will yield neutron fluxes comparable with those
from high-flux reactors. The Karlsruhe linac
would have a 5-10% duty cycle. There is some
optimism that this project may be approved.

Breeders. The basic idea behind the MTA
project mentioned above has been revived. Ad-
vances in linac technology make it possible to
build a much more reasonable machine than
was the MTA. The parameters of such an accel-
erator, for use in production of plutonium from
U238 or production of tritiurn, would be similar
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to those just described for the SNQ except that
it would have a 100% duty cycle, Its energy and
current might be higher than those of the SNQ
by, perhaps, a factor of two. The design and use
of such an accelerator have been discussed for
some time at several centers, particularly at
Brookhaven and at the Chalk River Laboratory
of Atomic Energy of Canada, Ltd.

Medical Applications Eleciron linacs have
been used for several decades in hospitals for
radiography and for treatment of tumors. A
favorite energy is around 50 MeV, They are
produced commercially. Medical and industrial
applications involve over 1000 electron linacs
in the United States alone,

Neutrons produced by disintegration of deu-
terons accelerated in cyclotrons have been used
for tumor irradiation since the 1930s. More
recently protons accelerated in linacs have been
used in neutron production. Most notable is the
neutron beam generated at the Fermilab in
Illinois by an extracted 67 MeV beam from the
injector for the Fermilab synchrotron,

Proton beams from linacs and synchrotrons
have proved useful in radiography; they appear,
for example, to yield more sensitive detections
of breast cancers than do the conventional X-tay
beams.

Perhaps the most spectacular medical acceler-
ator application involves the use of nepative
pions. These are unstable antiparticles. They
can penetrate human flesh without doing much
damage; then, at the end of their orbits they
join with a stable particle in an explosive anni-
hilation. Since the orbits have well defined
1anges this is evidently a very desirable particle
for tumor irradiation. During the late 19705 a
design study was done at the Stanford Univer-
sity Hospital. One conclusion of the study was
that the facility would be very expensive. A
linac with four rooms for patient irradiation
would cost some tens of millions of dollars.
Hence construction has been postponed pend-
ing results from a pion study at Los Alamos, A
pion beam has been derived from the Los
Alamos “meson factory” and a number of
patients have been treated. In the meantime the
Los Alamos group has been attempting to
design a facility that can be materially less
expensive. Part of the Los Alamos enthusiasm
for development of the RFQ has been for in-
clusion in a pion irradiation facility.

Theory Since linear currents have been
brought to high levels—hundreds of milliam-
peres—a number of mysterious phenomena have
been observed. In electron linacs spurious field
modes have deflected beams into the accelerator
walls. In proton linacs the beam “emittance’—
its size and angular distribution—has increased
for no immediately visible reason in the low-
energy part of the machine,

In 1982 it can be said that intensive work
using modern computers has resolved these
mysteries. This comes as a result of studies in
the United States, Europe, and the USSR. Con-
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sequently it is now possible to design linacs
with confidence that the machine performance
will be as predicted by the linac theory groups.

JOHN P. BLEWETT
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The electrostatic particle accelerator originated
by American physicist Robert Jemison Van de
Graaff is widely used for nuclear structure
research, These constant -potential accelerators
make use of the electrostatic belt generator
invented by Van de Graaff about 1930, They
belong to the direct accelerator family in which
the high voltage power is applied directly across
the terminals of a Rhighly evacuated multi-elec-
trode tube. Electrified atoms or electrons from
a source within the high-voltage terminal gain
velocity and energy as they move along the tube
axis to ground under the action of the applied
electric field. As each particle emerges from the
accelerator, it is moving with a kinetic energy
equal to ¢V where g is the particle charge and
V the generator voltage,

While a Rhodes Scholar at Oxford during
1927 and 1928, Van de Graaff selected the
electrostatic approach to fulfill the need, much
emphasized by Rutherford, for more copious
sources of atomic particles cornparable in energy
to those spontaneously ernitted from naturally
radioactive materials (see ELECTROSTATICS).
Subsequently, at Princeton University, Van de
Graaff produced over one million volts between
the spherical terminals of two small electro-
static belt generators of a new and surprisingly
simple design; in 1931, he described the electro-
static belt generator principles, and their suit-
ability for the bombardment of atomic nuclei,
before the American Physical Society. The
method was first applied to nuclear investi-
gations at the Carnegie Institution of Washing-
ton in 1932. The early machines, insulated in
atmospheric air, produced streams of light posi-
tive ions such as protons and deuterons homo-
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geneous in energy and with smooth control over
the voltagé range of the machine. General ac-
ceptance of the Van de Graaff accelerator as
the precision instrument for experimental nu-
clear research followed rapidly, and its further
development for this purpose has been continu-
ous since that time, Greater compactness and
higher voltage were attained by insulating the
belt generator and tube with compressed gas;
greater beam intensity came through improved
ion source and acceleration tube technology.
About 300 such accelerators were in use by
1960, producing particles and radiation with
energies from 400 keV to 10 MeV. At that time,
Van de Graaff accelerators for nuclear science
incorporated the “fandem acceleration™ princi-
ple described below. It opened the way to far
higher particle energies by applying the tandem
principles to multiply charged heavy atoms.
Van de Graaff accelerators can accelerate any
electrified particle, including any of the 92
elements, electrons, and clumps of matter
simulating micrometerorites. In addition to use
in experimental nuclear physics with high-en-
ergy positive ions, Van de Graaff electron accel-
erators designed for voltages in the [ to 5§ MeV
range are used to produce megavolt x-rays for
the treatment of malignant disease and for the
radiographic inspection of heavy opaque struc-
tures such as metal forgings, weldments, and
rocket engines, Streams of electrons from such
accelerators are also used for radiobiological
and radiochemical research and for the treat-
ment of skin malignancies, Radiation processing
studies for such purposes as the sterilization of
surgical materials, the cross-linking of polyethy-
lene and other plastics, the deinfestation of
grains, and increased shelf life of foods have
often made use of Van de Graaff accelerators.
Van de Graaff Generator Operating Principles
Although avariety of electrostatic machines had
been developed since the first frictionally ex-
cited generator of Otto von Guericke in the
middle of the seventeenth century, all have been
superseded by the Van de Graaff generator be-
cause of its greater voltage capability and com-
parative simplicity, The essential components
of the generator, outlined in Fig. 1, include a
well-rounded metal terminal supported by an
insulating column and an endless insulating belt
system which physically conveys electric charge
from ground to the high voltage terminal,
Electric charge of the desired polarity is de-
posited on the moving belt surface by corona
from a row of metal points at a controllable
voltage with respect to the lower pulley toward
which they are directed. In addition to over-
coming friction and windage, the motor-driven
belt does work in carrying this charge from
ground to the terminal potential, Transfer of
the charge from belt to terminal is accom-
plished by again presenting a row of points to-
ward the electrified belt. This time the electric
field of the surface-bound charge produces the
gaseous ionization reeded for conduction across
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FIG. 1. Diagram of Van de Graaff electrostatic belt generator. Reproduced by permission of The [nstitute of
Physics and The Physical Society from the articte by R. J. Van de Graaff, }. G. Trump, and W. A, Buechner,

Reports on Progress in Physics, 11,1 (1948).

the point-to-belt gap. Van de Graaff pointed
out that these ionized charge-transfer processes
remain independent of the terminal voltage if
they are located in the field-free space within
the hollow terminal or below the ground plane.
The current of such an electrostatic generator is
limited by the maximum charge density which
can be insulated in the gaseous medium sur-
rounding the belt and by the total area per
second of charge-laden surface entering or leav-
ing the terminal. To increase the current capa-
bility of the system, the return run of belt may
be charged within the terminal in a similar
manner but with the opposite polarity.

The potential, V, of the high voltage terminal
of a Van de Graaff generator is determined by
the amount and polarity of the accumulated
charge on its insulated terminal, At any instant
V = Q/C where Q is the net positive or negative
charge on the terminal and C is the capacitance
of the terminal system to ground. Although the
Van de Graaff generator is inherently a con-
stant-current machine, it can be maintained
steadily at the desired voltage by balancing the
current arriving at the terminal against the total
current delivered to the load. The load usually

includes the particle current through the accel-
erating tube, the current through resistors which
divide the terminal voltage uniformly along the
supporting column, and any corona from the
terminal itself arising from the high electric
field at its surface. By adjusting either the belt
current or the load current, the terminal voltage
may be maintained at any desired value up to
the maximum which can be insulated. This
maximum voltage depends only on the physical
size and geometry of the terminal and on the
electrical strength of dielectric medium sur-
rounding it, An isolated metallic sphere would
be the ideal terminal, but modifications are
necessitated by the supporting celumn, belt,
and tube.

The pair of generators built by Van de Graaff
at Princeton in 1930 each had an aluminum
spherical terminal 2 ft in diameter supported in
air by a slender glass rod 7 ft long. A silk ribbon
wasemployed as the insulating charge conveyor,
The voltage insulated in atmospheric air be-
tween these two generators, one accumaulating
positive and the other negative charge, was
more than twice any previously attained con-
stant voltage.
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About 5.5 million volts were insulated in air
between two larger generators constructed by
Van de Graaff in the early 1930s for nuclear
research. This voltage required spherical ter-
minals 15 ft in diameter supported on insulating
tubular columns 235 ft high. This historic equip-
ment, shown in an early sparking demonstration
in Fig. 2, was used in a modified form for pre-
cision nuclear research at Massachuesetts Insti-
tute of Technology for nearly 20 years. It is
now impressively installed at Boston’s Museum
of Science for daily demonstrations of high-volt-
age phenomena before large audiences and ex-
planation of the underlying electrical principles.

The need for still higher constant voltages for
nuclear investigations, and the desire for more
compact apparatus, led to the use of high-
pressure gases for the insulation of electrostatic
accelerators. Today nearly all Van de Graaff
accelerators operating at potentials in excess of
one-half million volts are within a steel pressure
tank and insulated in gases compressed to 10
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to 25 atmospheres. Electronegative gases such
as sulfur hexafluoride (SFg ) and “Freon” (CClI;-
F,} are now increasingly used instead of mix-
tures of nitrogen and CO,, since they insulate
approximately the same voltages at one-third
gas pressure.

Acceleration System The evacuated accelera-
tion tube, the source of positive ions or elec-
trons, and the target to which the energized
particles are directed, constitute the particle
accelerating system of the Van de Graaff accel-
erator. The insulating length of the evacuated
acceleration tube is divided into many sections
by metal disk-ike electrodes, each with an axial
opening for the passage of the particle beam,
Each disk is mounted between annular rings of
glass or porcelain to form a slender vacuum-
tight accelerating column. The tube electrodes
take their potential from the metallic members
in the generator column along which the ter-
minal voltage is divided by resistors. The charged
particles, acted upon by the e¢lectric field be-

FIG. 2. 5.5-million volt Van de Graaff generator in sparking demon-
stration.
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tween these electrodes, are progressively accel-
erated and focused as they move through the
electric fields between the electrodes. At the
remote end, the beam emerges as a collimated
and directed stream of energetic particles.

Tandem Acceleration and Multiply Charged
Ions Van de Graaff accelerators for nuclear
science now reach higher particle energies with
a given terminal voltage by switching the polar-
ity of the accelerated particles, In the two-stage
tandem diagramed in Fig. 3, negatively charged
ions are produced at ground and then acceler-
ated toward a high-voltage positive terminal,
Within this terminal, the swiftly moving nega-
tive ions are stripped of electrons by passing
through a thin gaseous region, The resultant
positive ions continue through the tube under
the second accelerating action of the positive
terminal. A singly charged particle, such as a
proton, thus arrives at the ground end of the
system with an energy of 2gV.

At sufficiently high energy, atoms of higher
atomic number may be stripped of several or
even of all their satellite electrons, Anion which
lacks & electric charges during the second accel-
eration stage gains a total encrgy of (W + 1) ¥ in
a two-stage tandem accelerator. Three-stage ac-
celeration is secured by adding an additional in-
line two-stage accelerator with a central negative
terminal and using it to produce one stage of
negative ion acceleration for injection into the
second tandem. In 1967 the first three-stage
tandem Van de Graaff, developed by the High
Voltage Engineering Corporation and wsing ter-
minals at 6 MV, was brought into use for nuclear
research at the University of Pittsburgh. This
was shortly followed by a three-stage tandem
7.5-MV terminal at the University of Washington
in Seattle and in 1970 by two indline 10-MV
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“Emperor” tandem Van de Graaffs at the
Brookhaven National Laboratory.

Although the light elements, hydrogen and
helium, were almost exclusively used as atomic
projectiles in nuclear structure physics uniil
1960, interest in heavier nuclei developed rapid-
ly as higher energies became possible, It is
estimated that, by applying tandem acceleration
principles, a two-stage Van de Graaff accelerator
with a 15-MV positive terminal can produce
a beam of uranium ions with energies up to
400 MeV. In large part because of the more
complete electron stripping attained at higher
energies, three-stage acceleration could produce
urznium ions with energies over 1000 MeV.

During the 1970s a number of two-stage Van
de Graaff accelerators for national physics re-
search became operational at university and
national laboratories in several countries at
controllable terminal voltages up to 16 MV. In
England at Daresbury an SFg-insulated, verti-
cally mounted two-stage Van de Graaff designed
for terminal voltages up to 30 MV reached the
testing stage in 1981,

Medical Applications of Van de Graaff Accel-
erators Since x-rays are the form of electro-
magnetic energy, similar to light, produced by
the sudden stopping of high-energy electrons,
Van de Graaff accelerators are often used as
x-ray sources for the treatment of malignant
disease and for radiography. In this application,
the high-voltage terminal is operated at negative
polarity, the electrons are emitted from a tung-
sten source at the terminal end of the accelera-
tion tube, and they are suddenly stopped after
traversing the length of the tube by striking a
water-cooled metal target, usually of tungsten
or gold,

A 2 million volt x-ray generator of this type,

ELECTRON ADDING CANAL

NEGATIVE 10N BEAM

ION SOURCE

GAS S'I\IDPIHG‘ CANAL

SWITCHING MACNET

TARGET

ANALYZING MAGNET

POSITIVE 10N BEAM

FIG. 3. Diagram of two-stage tandem Van de Graaff accelerator. Reproduced from the article by
R. 1. Van de Graaff in Nuclear Instruments and Methods, 8, 195-202 (1960), by permission of the

North-Holland Publishing Co.
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in which a gold target is bombarded with 300
pA of electrons, yields an x-ray intensity of
100 r/min measured I meter from the target in
the electron direction. The quality of this radi-
ation is closely similar in its physical properties
to that of the gamma rays from radium or from
the radioactive isotope cobalt 60. To equal this
x-ray intensity would require over 4000 curies
of cobalt 60 or 6000 grams of radium. This Van
de Graaff accelerator for therapy is housed in a
steel tank 3 ft in diameter and 6 ft long and is
insulated by a mixture of nitrogen and CO, at
300 psi.

JoHN G. TRUMP
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ACOUSTICS

The word sound is used to describe two differ-
ent things: (1) an auditory sensation in the ear;
(2) the disturbance in a medium, which can cause
this sensation. (Making this distinction answers
the age-old question, ““If a tree falls in a forest
and no one is there to hear it, does it make a
sound?™)

The science of sound, which is called acous-
tics, has become a broad interdisciplinary field
encompassing many academic disciplines—
physics, engineering, psychology, speech, audi-
ology, music, architecture, physiology, and
others. Among the branches of acoustics are
physical acoustics, architectural acoustics, psy-
choacoustics, musical acoustics, electroacous-
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tics, noise control, shock and vibration, under-
water acoustics, speech, physioclogical acoustics,
and biocacoustics.,

Physical acoustics deals with the production,
propagation, and detection of mechanical waves
in continuous media. Of particular interest are
the radiation, reflection, refraction, diffraction,
attenvation, and scattering of longitudinal
waves, Much attention has been given to acous-
tic waves of high intensity (nonlinear acoustics)
and those of high frequency (ultrasonics).

Two interesting acoustical effects, whose un-
derstanding requires the use of quantum me-
chanics, are the propagation of phonons (lattice
vibrations of very short wavelength) in solids
and sound propagation in liquid helium. At least
five different kinds of sound have been identified
in liquid helium at very low temperatures, where
it becomes a superfluid. Acoustic signals gener-
ated by high-energy particles in water appear
to be promising as a means for detecting high-
energy protons, muons, and neutrinos.

Architectural acoustics deals with sound in
buildings, and in particular the efficient distribu-
tion of desirable sound and the exclusion or
reduction of undesirable sound. It is usually
this branch of acoustics which comes to mind
when the layperson hears mention of the term
acoustics.

In most auditoriums, the intensity of the re-
flected sound exceeds the intensity of the direct
sound reaching most listeners. Thus the charac-
ter of the perceived sound is very much depen-
dent on the nature of the reflected sounds and
especially their temporal and spatial distribu-
tions. The reflected sound which reaches the
listener within about 50 milliseconds of the
direct sound is often called the early sound.
Later-arriving reflections make up the reverber-
ant sound. One of the parameters character-
izing an auditorium is the reverberation time,
usvally defined as the time required for the
reverberant level to decrease 60 dB after the
sound source ceases.

Psychoacoustics deals with the perception of
sound. Loudness, pitch, timbre, and duration
are attributes used to describe sound. These
attributes depend in a rather complex way on
measurable quantities such as sound pressure,
‘requency, spectrum of partials, duration, and
‘nvelope. The relationship of the subjective
-.iributes of sound to physical quantities is the
central problem of psychoacoustics.

Musical acoustics considers special problems
connected with the production, transmission,
and perception of musical sound. Of consider-
able interest is the physics of musical instru-
ments, including studies of modes of vibration
and feedback processes which sustain oscilla-
tions in wind instruments.

Musical acoustics overlaps several other
branches of acoustics, such as architectural
acoustics (concert halls and music listening
rooms), psychoacoustics (perception of loud-
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ness, pitch, and timbre), speech communication
(singing}, and electroacoustics (reproduction of
music}.

Electroncoustics deals mainly with transduc-
ers, such as microphones and loudspeakers that
convert sound to electrical signals and vice versa,
Sometimes the amplification, recording, and re-
production of sound are included as well, The
multi-billion dollar audio and entertainment
industries depend upon and apply the principles
of electroacousiics, and so it is familiar to the
consumer.

Unwanted sound or noise has been receiving
increasing recognition as one of our critical en-
vironmental pollution problems. Like air and
water pollution, noise pollution increases with
population density; in our urban areas it is a
serious threat to our quality of life. Noise-in-
duced hearing loss is a serious health problem
for millions of people employed in noisy en-
vironments. Finding technical solutions to many
of our environmental noise problems is central
to the branch of acoustics called noise control.

Vibration i3 a term that describes oscillation
in a mechanical system. Shock is a rather loosely
defined aspect of vibration wherein the excita-
tion is sudden, severe, and nonperiodic. The
branch of acoustics referred to as shock and
vibration includes theoretical and experimental
studies of both deterministic and random vibra-
tion. Methods of measuring shock and vibration
have received considerable attention, as have
methods for predicting their effects on physical
structures.

Underwater gcoustics deals with the propaga-
tion of sound in water, especially in sea wafer.
The special interest in this field results from
two important applications: underwater com-
munication and sonar (SOund NAvigation and
Ranging). Slight changes in sound velocity due
to temperature gradients in the oceans result
in refraction of sound, the creation of special
channels and shadow zones, and other effects
of importance to nautical and naval personnel,

Acoustical studies of speech communication
constitute an important branch of acoustics.
The production, analysis, and synthesis of speech
have been popular areas of research for acous-
ticians, and their work has been greatly facili-
tated by the availability of the digital computer,.

Physiological acoustics is mainly concerned
with the auditory system, how it responds to
sound, and evoked responses to sound. New
insight into the mechanics of the ear have re-
sulted from probing with laser light and the
Mossbauer effect, and this has contributed to
some new mathematical models of how the
cochlea or inner ear functions.

Bicacoustics deals with the interaction of
sound waves with biological tissues in humans
and animals. Much recent research in this area
is concerned with the use of high-frequency
ultrasound in medical diagnosis and treatment,

The human auditory system responds to
sounds with frequencies ranging from about 20
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to 20,000 Hz, Below this audible range is infra-
sound and above it is ulfrasound. It is possible
to generate sound waves in air with frequencies
of hundreds of megahertz, and in solids fre-
quencies up to 2.5 THz (2.5 X 102 Hz) have
been generated.

The strength of a sound field is measured by
its mean square pressure p expressed as a sound
pressure level L, in decibels. Decibels are loga-
rithmic units that compare a sound pressure to
a reference pressure, usually 20 micropascals or
2 X 1073 Nfm?, which is near the threshold of
hearing for a healthy young person with normal
hearing., Prolonged exposure to sound levels
above 85 dB can damage the hearing mecha-
nism, and at levels of 130 dB damage can occur
almost instantaneously.

The loudness of a sound is a subjective quality
that depends mainly upen the sound pressure,
but to a lesser extent on the frequency, spec-
trum, and duration of a sound as well, In an
effort to obtain a quantity proportional to the
toudness sensation, a loudness scale was devel-
oped in which the unit is called the sone. One
sone is defined as the loudness of a 1000-Hz
tone at a sound pressure level of 40 dB. The ear
shows a marked decrease in sensitivity at fre-
quencies below 200 Hz, and this decrease is
most pronounced at low levels.

Various methods are available for expressing
the loudness of complex sounds from their
sound pressure levels in octave or third-octave
bands, Environmental noise levels are usually
measured with a sound level meter using the
A-weighting network, and these A-weighted
levels correlate reasonably well with subjective
loudness. For some types of noise, such as that
of a jet aircraft, a scale of perceived noise level
may be preferable.

Acoustic disturbances can usually be regarded
as small perturbations to an ambient state (which
in a fluid may be described by the pressure, den-
sity, and fluid velocity). The linear approxima-
tion {sometimes called the acoustic approxima-
tion} considers only first-order changes in these
variables, and assumes that their time averages
are zero. In a sufficiently intense sound field,
however, the time average of one or more of
these wvariables may differ from its ambient
value. This is an example of nonlinear behavior.
Steepening of wavefronts in intense sound
waves is another.

THOMAS D. ROSSING
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ADSORPTION AND ABSORPTICN

When a porous solid such as charcoal is exposed,
in a closed space, to a gas such as ammonia, the
pressure of the gas diminishes and the weight of
the solid increases; this is an example of the ad-
sorption of z gas by a solid. bt is termed physical
adsorption because the forces bringing it about
are the “van der Waals” forces of attraction
which act between the molecules of the gas and
the atoms or ions comprising the solid, It is
now known that all solids, whether porous or
nonporous, will adsorb all gases physically,
whereas the phenomenon of chemisorption is
specific in nature. Thus hydrogen is chemi-
sorbed by transition metals such as nickel or
iron but not by oxides such as alumina.

In physical adsorption the amount of gas taken
up per gram of solid depends on the temperature
T, the pressure p, and the nature of both the
gas and the solid: n = f(p, T, gas, solid). For a
given gas (the “adsorbate™)} adsorbed on 2 parti-
cular solid (the “adsorbent™) at a fixed temper-
ature, the amount adsorbed depends only on the
pressure of the gas, and the relationship between
n and p, viz., # = f(P)T gns, solid, is termed the
adsorption isotherm. For vapors, the alterna-
tive form n=f(p/p°)T gas,solia is preferable
(p® = saturation vapor of the adsorbate at tem-
perature 7).

Adsorption isotherms may be classified into
the five types of the Brunauer~-Emmett-Teller
(BET) classification. The basic isotherm, the
Type 11, is concave to the p/p® axis at low rela-
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tive pressures, then passes through a point of
inflection (situated usuzlly between ~0.05 and
~0.30p%) to become convex to the p/p° axis
at higher relative pressures; the point of inflec-
tion corresponds to the monolgyer capacity
n,y, of the adsorbent, i.e., the amount of adsor-
bate which can be accommodated in a com-
pleted single molecuiar layer (“monolayer™) on
the surface of the solid; the convex branch car-
responds to the building up of a multimolecular
layer (“multilaver’). From »n it is possible in
principle to calculate the specific surface A{= sur-
face area per gram) of the solid, by assigning a
value to g, the area occupied per molecule of
adsorbate in the monolayer. In practice, how-
ever, very few adsorbates other than nitrogen
{at its b.p., 77 K} are found fo be suitable, and
the “BET-nitrogen” method is now the standard
procedure for estimation of the specific surface
of finely divided or porous solids. (When 4 <
~1 m*g ', krypton, though less reliable, has
to be used),

If the solid contains mesopores (pores having
a width between tens and hundreds of A) the
isotherm is similar to Type I1 except that the
convex branch is replaced by a hysteresis ioop
in which the curve for desorption lies above that
for adsorption, {(Type IV isotherm); frequently,
with xerogels for example, the isotherm bends
over to become effectively horizontal as satura-
tion pressure is approached. By application of
the Kelvin equation to points on the loop {(usu-
ally the desorption branch) it is possible to cal-
culate the pore size distribution of the adsorbent,
but owing to the arbitrary nature of the assump-
tions that have to be made, including oversim-
plified pore models, the detailed interpretation
of the results is uncertain. Even so, the method
{again with nitrogen as adsorbate) is valuable
for comparative purposes, and is indeed virtually
the only method available for the lower end of
the mesopore range.

Since adsorption is exothermic, the amount
adsorbed at a given pressure must fall as temper-
ature increases. The differential molar heat of
adsorption §—i.e., the limit of the ratio (8§ 3/6n),
where 80 = heat evolved for an increment &x
it the amount adsorbed—is a function of the
amount adsorbed. In general, 4 decreases gradu-
ally from an initizl high value (e.g., ~2gL) as
n increases over most of the monolayer range,
then rises to a low maximum {e.g.,~1.3¢5)asn
approaches np,, and finally falls to 2 nearly con-
stant value close to gz in the multilayer region
(41, = molar heat of condensation). The initial
fall is ascribed to surface heterogeneity {adsorp-
tion occurring preferentially on the high-energy
sites), and the low maximum is explained in
terms of the attractive interaction between ad-
sorbed molecules in the monolayer as they be-
come closely packed together.

The ner heat of absorption (§ — q.) deter-
mines the shape of the isotherm in the mono-
layer region: the greater the value of {d - q.)
the sharper is the “knee™ of the isotherm; and
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if (¢ ~ g ) = 0, the isotherm actually becomes
convex to the p/p® axis, giving a Type Il or a
Type V isotherm, {The latter, like the Type IV,
bends over as p/p® approaches unity).

In micropores (i.e., pores of width <15 A), the
attractive fields from neighboring walls overlap
so that the net heat of adsorption, and with it the
adsorption at a given relative pressure, is en-
hanced; consequently the isotherm rises steeply
from the origin. Thus a solid containing micro-
pores plus mesopores will give a Type IV, and
one with micropores plus a large external surface
will vield a Type Il isotherm, but with a much
sharpened knee in each case. With a wholly
microporous solid, where mesopores are absent
and the external surface is negligible, the point
of inflection vanishes and the isotherm soon
reaches a plateau and remains horizontal for
the rest of its course (Type I isotherm). The
mechanism of adsorption in micropores is still
a matter of controversy and reliable methods
for the estimation of micropore size distribu-
tion are still lacking.

The detailed course of the isotherms of all
types, and of the corresponding curves of §
against n, vary considerably with the mode of
preparation and subsequent treatment of the
solid, which influence both the porosity of the
solid and the structure of its surface, However,
in recent years some success has been achieved
in preparing standardized samples of a few sub-
stances, notably silica, y-alumina, and graphitized
carbon blacks.

Since physical adsorption results from van der
Waals forces, the greater the condensability of
the gas or vapor as measured by its boiling point
or its critical temperature, the greater is the
amount of gas or vapor adsorbed at a given pres-
sure, Thus at room temperature and atmospheric
pressure, the “permanent gases” such as hydro-
gen or nitrogen are only slightly adsorbed even
on a good adsorbent such as charcoal, while
carbon dioxide is more adsorbed, and benzene
and carbon tetrachloride are strongly adsorbed.
At very low temperatures the adsorption is cor-
respondingly greater, so that nitrogen at its
boiling point of - 195°C has an adsorption, on a
given solid, comparable with that of benzene at
25°C. For the adsorption to be readily measur-
able, however, the solid needs to have a relatively
large area—a completed monolayer of nitrogen,
1 square meter in extent, weighs only 0.3 mg,
for example—so that adsorption phenomena
may escape notice unless the solid is *‘highly
disperse,” i.e., has an area exceeding several
square meters per gram.

Chemisorption results from valency forces—
from the sharing of electrons between the ad-
sorbate molecule and the adsorbent—so that, in
effect, a surface chemical compound is formed.
Chemisorption is characterized by a high heat
of adsorption (of the order of many tens of
kilojoules per mole, in contrast to the 20-30 kJ
mol™! of physical adsorption) and by difficulty
of reversal: to desorb a chemisorbed gas in a

n

reasonable time requires a temperature much
higher than that at which the chemisorption
occurred. Even so the adsorbate may be released
in a chemically changed form; thus carbon
monoxide chemisorbed on zinc oxide at room
temperature is desorbed as carbon dioxide at
300°C.

Chemisorption is an essential primary step in
heterogeneous catalysis. At least one of the reac-
tants must be chemisorbed on the surface of the
catalyst, and each of its molecules then forms,
on the surface, a “transition complex” with a
chemisorbed molecule of the second reactant
B, or with a molecule of B which hits it directly
from the gas phase.

Physical adsorption is an extremely wide-
spread phenomenon, frequently unwanted. The
adsorption of water vapor by chemicals, by tex-
tiles, by building materials and by glass is fre-
quently troublesome and can only be avoided
by taking extreme precautions; sometimes, how-
ever, the adsorption of water may be beneficial,
and it plays an important role, for instance, in
the hygiene of clothing.

Adsorption, whether physical or chemical, also
reduces the adhesion, and therefore the friction,
between solids; gases can accordingly act as
lubricants. In addition, adsorption diminishes
the tensile strength of brittle solids; the break-
ing stress of glass when exposed to nearly satu-
rated water vapor is four times less than when
exposed to a vacuum. The mechanism is a mat-
ter of controversy, but it is probably connected
with the fact that adsorption reduces the free
surface energy (in the thermodynamic sense} of
the solid, Adsorption also causes a small (a frac-
tion of 1 per cent) expansion of the solid, but
the swelling pressure set up—i.e., the pressure
which would have to be exerted on the solid
to prevent expansion—is very high and may
reach many atmospheres. Stresses set up in
structures made up of porous solids, such as
cement and mortar, when they take up or lose
vapors, particularly water, may be so great as to
cause cracking,

Absorption is said to occur when the mole-
cules of the gas or vapor actually penetrate into
the solid phase itself, so that a solid solution is
formed; hydrogen is absorbed by iron at elevated
temperature in this way, and many synthetic
polymers absorb water vapor; benzene vapor is
extensively taken up by rubber and water vapor
by gelatin. Extensive swelling occurs and if the
solid is mechanically weak, the absorption may
continue until the system acquires the consis-
tency of a jelly, or even the fluidity of a sol. An
absorption isotherm (analogous to the adsorp-
tion isotherm discussed earlier) can be deter-
mined, but is generally complicated and is best
handled theoretically as a branch of solution
thermodynamics.

In aedsorption from solution, when a solid
having appreciable surface area (say ~1 square
meter per gram) is shaken up with a solution of
substance A in solvent B, both A agnd B are ad-
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sorbed, but to different relative extents. This
manifests itself in a change in the composition,
e.g., a change Ax4 in the mole fraction of A in
the solution. The problem is thus more compli-
cated than in the adsorption of gases, and the
measured isotherm—the curve of Ax4 against
x4 —is not susceptible to any simple theoretical
treatment. In a dilute solution of A, however,
A is always relatively more adsorbed than the
solvent B; and if A is colored, the resulting
ditminution in the concentration of A in the
solution will be readily detected by eye or
colorimetrically.

S. J. GREGG
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AERODYNAMICS

Aerodynamics is the science of the flow of air
and/or of the motion of bodies through air. It
is usually directed at achieving flow or flight
with the maximum efficiency. Aerodynamics is
a branch of aeromechanics; the other main
branch is aerostatics (lift of balloons, etc.). In
popular usage aerodynamics differs from Gas-
dynamics in that the latter considers other
gases and products of combustion {and com-
bustion); from aerophysics, which implies sub-
stantial molecular changes in the gas; and from
hydrodynamics, which implies employing a me-
dium of density approximating that of useful
bodies in it, and not infrequently a sharp limit
to its extent (i.e., a water surface).

Aerodynamics is conveniently divided into
low and high speed regimes. {The latter is in
the articles on COMPRESSIBILITY,FLUID DY NAM-
I8, and SHOCK WAVES; here low-speed aero-
dynamics is discussed.)

The many facets of aerodynamics include:
(1} aerodynamic performance, (2} aerodynamic
design, {(3) aerodynamic loads, {4) aerodynamic
structures, (5) aero-elasticity, (&) aerodynamic
heating, (7} aerodynamic comptessibility, and
(8) aerodynamic research for all of the above.

The computation of aerodynamic effects is
based on four laws (given as adapted for fluids):

(1) Newton's Second Law: “A force applied
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to a fluid results in an equal but opposite reac-
tion which in turn causes a rate of change of
momentum in the fluid.”

(2} The Equation of State: (also called the
Gas Law): “The product of pressure and vol-
ume of a gas, divided by its absolute tempera-
ture, is a constant.”

{3) The Continuity Fquation: *“The mass that
passes a station in a duct, or in a natural tube
bhounded by streamlines in a given time, must
equal that passing a second station in the same
time,”

(4) The Energy Equation: “The total energy
in a mass of air remains constant unless heat or
work is added or subtracted.”

The above relations, written algebraically and
limited or combined, yield a vast array of equa-
tions used to calculate the practical problems of
aercdynamics. One of the equations thus derived
is due to Bernoulli and is widely used in low
speed aerodynamics. It states that in free flow
the sum of the static and dynamic pressures is a
constant. Static pressure is that pressure which
isequal in all directions; dynamic pressure is the
pressure rise realized by bringing the fluid to
rest. Bernoulli’s equation states that as air
speeds up, its pressure falls, thus explaining the
“lifting suction™ as the airstream fraverses the
curved upper surface of a wing.

The overwhelmingly important law of low
speed aerodynamics is that due to Newton (1,
above). Thus a helicopter gets a lifting force by
giving air a downward momenium. The wing of
a flying airplane is always at an angle such that
it deflects air downward. Birds fly by pushing
air downward. Propellers and jet engines make a
forward force (“thrust”) by giving air a rear-
ward momentum. For some aircraft in some
flight modes, both the engine and the wing are
used to provide downward momentum, In the
above statements, it is much more accurate to
use the expression “downward (or rearward)
momentum,” rather than “downward (or rear-
ward) velocity,” since less dense air at high alti-
tudes produces smaller forces for comparable
velocity changes. Forcing the air downward
does not occur instantaneously; it takes place
over the lifting surface. Indeed, the motion
reaches ahead of the airplane so that some
downward velocity occurs before the airplane
arrives, Thus, airplanes (helicopters, birds, etc.)
are always ““flying uphill” which is another way
of saying it takes a force to fly even when the
air is considered frictionless. This force is used
to push air forward, and is called “drag due to
lift.” It increases as an airplane siows down or
flies higher, and it may be reduced {for low-
speed aircraft) by increasing the wing span.
Supersonic aircraft, operating under the same
laws, but in a different manner, still have a
drag due to lift which increases as above, but
is reduced designwise by reducing the span;
hence the new airplanes whose wings crank
back for high-speed flight. (The *‘uphill” con-
cept has an analogy in the rolling resistance
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of a wheel. The weight a wheel carries deflects
the surface on which it rests so that it sits ina
“gully.” Either way it rolls, the path is uphill).

A second imperiani phenomenon (but net a
“law” in the sense that it cannot be circum-
vented} is the manner in which air flows over
say, an airplane surface. Away from the surface
some free-stream velocity exists. As the surface
is approached the local velocity becomes less
than freestream and finally becomes zero at the
surface. The zone in which the air is appreciably
slower is called the boundary layer. Slowing the
air reduces its momenium, and by Newicn’s law
(above), a force is produced which acts in a di-
rection to slow the airplane. Like forward force
needed te produce lift, this frictional drag force
must have a forward force supplied from some-
where to balance it. For high-speed aircraft a
heating occurs in the boundary layer which re-
quires additional force. Skin friction drag is de-
creased by reducing the amount of surface the air
scrapes against {i.e., making the aircraft smaller)
and by flying slower or higher—essentially
the opposite of the actions which reduce the
drag due to lift. Thus the science of aerody-
namics seeks the most efficacious melding of
the two types of losses. Factors which must be
added include providing space for fuel and
people, and enough wing to yield a reasonable
landing speed. The drag due to lift and the drag
due to friction are balanced by the forward
thrust provided by the propeller or jet engine
{which also operates by Newton’s law). How-
ever, this is not enough, The distribution of lift
on wing and tail must be so located that the air-
craft is aerodynamically balanced. Like a child’s
swing, upon being disturbed it should tend to
return to its original (*“trimmed”) condition.

In the above paragraphs the concern has been
for aerodynamic efficiency through optimum
design for optimum performance. After these
have been achieved (by studies of previous de-
signs and tests in wind tunnels) the aerodynami-
cist provides aerodynamic loads to which an
aero-structural engineer must design, Aero-
structural design is one of the most challenging
of all design problems as the loads must be car-
ried by minimum weight. Aeroplanes carry no
“factor of safety” (sometimes called “factor of
ignorance”). The acrodynamic-loads engineer
furnishes the maximum air loads the aircraft is
ever expected to see; the structure is designed to
withstand these loads without being permanently
bent. If it ever sees a greater load it will be bent
or destroyed; there is about a 50 per cent differ-
ence between maximum no-permanent set load
and catastrophic destruction, depending on the
material of which the aircraft is constructed.

In an effort to keep aerodynamic structures
light, they often become flexible, and, in turn,
become susceptible to flutter, 3 motion similar
to that of a flag in a wind. The motion gets
worse with speed. It is the job of the aero-
elasticity engineer to assure that flutter will not
cccur, usually through a redistribution of inter-
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nal weights {fuel, etc.) and, rarely, through
strengthening the structure,

At the higher speeds, the performance, loads,
structures and elasticity problems are greatly
worsened by the aerodynamic heating which oc-
curs. This is discussed in the article on COM-
PRESSIBILITY .

Aerodynamics is not only concerned with air-
craft. The wind loads on signs, buildings, trees;
the aerodynamics drag of autos, boats, irains;
the air pollution from smoke stacks of factories
and ships; the evaporation of open water; the
blowing of sand and snow; and the internal
losses of air-conditioning ducts—all deserve and
are getting scrutiny by aercdynamicists. The
forces on all are proportional to the rate of
change of momentum they give, or is given by
the air; and all have friction drag in their bound-
ary layers. Aerodynamic research scientists seek
te further understand and improve the air flow
involved in each.

Aerostatics Aerostatics is the science of mak-
ing things (balloons, zeppelins, etc.) statically
buoyant in the air.

The basic principle of aerostatics is due to
Archimedes. “*A body immetsed in a fluid [or
gas] is buoyed up by a force equal to the weight
of the fluid [or gas] displaced.” Thus for buoy-
ancy the weight of structure plus the weight of
the contained gas must equal the weight of the
air displaced.

Wind Tunnels Wind tunnels are devices which
provide an airstream of known and steady con-
ditions in which models requiring aerodynamic
study are tested. The essential elements of a tun-
nel are:

(1) A drive system consisting of either a com-
pressor for continuous operation or a tank of
compressed air for intermittent operation;

(2) a test section in which models are held
and their orientation is changed.

(3) instrumentation capable of reading force,
pressure, temperature, and optical effects pro-
duced by the model;

{4) anair efflux system consisting of free exit
to the atmosphere or to a vacuum tank, or a
tunnel returning the air to the compressor.

There are approximately 500 wind tunnels in
the country, ranging in test section size from |
in, X 1 in. to 80 X 120 ft, with speeds from 50
to 7000 mph.
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AIRGLOW

The aurora has been known to mankind since
antiquity (see AURORA), The intensity, color,
and motion of an active auroral display invari-
ably create a vivid and memorable impression
upon those fortunate enough to observe it. The
aurora is a luminescence of air at high altitude
which results from the penetration of energetic
charged particles (principally electrons) into the
atmosphere. The existence of the Earth’s mag-
netic field restricts the entry of these particles
to high latitudes; thus only those living in the
far North or South enjoy regular entertainment
by this magnificent natural phenomenon.

There is another way by which the upper
atmosphere becomes luminescent; this arises
from the release of chemical energy stored up
during the day by the absorption of sunlight.
This luminescence is known simply as the gir-
glow, although in earlier times it was rather
ponderously dubbed “the light of the night sky.”
The sequence of events which lead to airglow
may be understood by the following example.

Over the range of wavelength (or colors) to
which the eye is sensitive the atmosphere is
highly transparent. This is of course no accident
but a natural result of evolution, as is the further
fact that the human eye is most sensitive in the
yellow-green (~5500 A) just where the sun
radiates light most stronily. But deep in the
ultraviolet (below 1800 A) oxygen molecules
cease to be transparent and absorb light strongly;
in this process the molecule is broken up into
two oxygen atoms. Most of the sunlight which
thus dissociates molecular oxygen is absorbed
between 100 and 150 km above the Earth’s sur-
face. At such altitudes an atom makes a collision
with another atom relatively infrequently, per-
haps 100 times per second. At the surface of
the Earth collisions occur at a rate of about a
billion per second. But even if one oxygen atom
encounters another they will not recombine to
reform a molecule unless a third particle is also
present to satisfy laws requiring that energy and
momentum be conserved. The frequency of such
triple caollisions is of course much less than the
frequency of simple two-body collisions. Thus
it is that above 100 km a newly released oxygen
atom could expect to live for months before it
joins up with another in a triple collision to re-
form a molecule. But at lower altitudes the life-
time is shorter. S50 the oxygen atoms created by
sunlight above 100 km drift downward untii
they arrive at the region between 90 and 100
km where their lifetime is short enough that
they there recombine to form moelecules rather
than continue their downward drift. The re-
combination releases just the amount of energy
originally required to split the molecule and so,
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in principle, this energy can appear in the form
of light emission at any wavelength longer than
about 1800 A. In most cases the energy actually
goes into heating the atmosphere but when it
does come out as light one has a component of
the airglow. In effect, what has happened isthat
a small fraction of the incoming sunlight has
been trapped in the atmosphere and later re-
leased as longer wavelength light. One may think
of this as a phosphorescence with a time delay
imposed both by the need for oxygen atoms to
drift downward to altitudes where they can
recombine and by the recombination lifetime
of many days even at this latter altitude.

This sort of airglow process includes not only
dissociation and recombination of neutral mole-
cules but also the case in which a molecule or
atom is ionized by very short solar wavelength;
here the neutral particle is stripped of one of its
electrons, leaving a heavy positively charged ion
behind. Eventually the free electron will meet
and recombine with an ion, and in this process
there also can be emission of light. It is the cloud
of temporarily liberated electrons which reflect
radic waves back to Earth (see IONQOSPHERE).

Not all of the airglow comes from suchrecom-
bination processes, although they are the prin-
cipal source of the night airglow. During the
daytime atoms and molecules in the upper
atmosphere can absorb sunlight at wavelengths
too long to dissociate or ionize. This energy is
almost instantaneously re-emitted either at the
same wavelength or at a longer wavelength; it
can be considered as a fluorescent component
in the day airglow. Yet another type of day air-
glow comes from the process in which a fast
moving ¢lectron, newly formed by ionization,
collides with an atom or molecule and transfers
energy to it; the excited atom or molecule can
then emit light.

From the Earth’s surface one can only deter-
mine the total airglow intensity coming from
above. To find out the altitude from which the
glow arises one must measure either by using
a rocket which passes through the emission
layer or by viewing the horizon from a satellite.
Such measurements show that nearly ali of the
airglow comes from the altitude region from
about 50 km to 400 km. There is also a power-
ful means by which one can, in some cases,
determine the emission altitude of airglow from
the ground. This is to make measurements
during the twilight period after sunset or before
sunrise when the upper atmosphere is still
illuminated by the sun even though it is dark at
the surface. After sunset the dayglow emissions
will persist until the Earth’s shadow reaches the
altitude from which the glow arises, The time at
which the glow fades away will indicate what
this altitude is.

Despite all this furious chemical activity in
the upper atmosphere the net result is only a
rather feeble glow, particularly at night. All the
various recombination processes together pro-
duce a night airglow which is not immediately
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obvious even far from cities. One way to see that
there ir such a glow is to notice that one’s hand
looks dark against the night sky in some direc-
tion where there are very few stars, on a moon-
less night far from cities. Another way is to
look from a jet aircraft just above the horizon
at night (if the cabin lights are out). A faint
greenish glow can be seen near the horizon; this
is airglow from about 95 km altitude which
appears brighter because one is looking nearly
tangentially through the atmosphere. The green
glow comes from oxygen atoms which have
been excited by the energy released in the re-
combination of two other atoms. As it happens,
it is this same radiation from oxygen atoms
which gives aurora its yellow-green color, but
in that case the atoms have been excited by an
energetic stream of electrons imjected into the
atmosphere from above (see AURORA).

The day airglow is of course not detectable {o
the eye owing to the enormously more intense
visible sunlight scattered in the lower atmos-
phere. It can be seen and photographed from
above and astronauts have done just this.

Scientists have found that a great deal can be
learned about the upper atmosphere by study-
ing the airglow using sensitive devices{spectrom-
eters) which isolate one or another of the many
different wavelengths present in the airglow
emission spectrum. Even the day airglow can be
detected and measured from the Earth’s surface
with the help of special instruments although
this i3 best done using spectrometers carried
aboard sateltites. One can identify the atom or
molecule responsible for airglow emission at a
certain wavelength. Then one can use the result
of laboratory studies on how recombination
processes lead to light emission to infer what
particular atoms or ions must be recombining in
order to produce that particular emission. It is
even possible to use the airglow as a thermom-
eter and find out the temperature of the atmo-
sphere at the altitude from which a particular
airglow emission arises. One way this is done is
to use the Doppler effect; an atomic emission
line in the airglow actually possesses a finite
width in wavelength (about 1/100 A) determined
by the velocity of the emitting atoms. This
velocity is a measure of the atmospheric tem-
perature, Sometimes the temperature is seen to
oscillate up and down over a period of an hour
or less by as much as 50°C; when this happens
one knows that waves are moving up in the
atmosphere causing a periodic compression and
heating. These waves generally start in the lower
atmosphere, often from weather disturbances;
they grow in amplitude as they rise through the
atmosphere and so produce large oscillations in
temperature when they arrive at, say, 100 km
altitude. Their importance Hes in the fact that
they carry energy from the lower atmosphere
to high altitudes. At the altitude where the wave
dissipation occurs the character of the upper
atmosphere is modified by the wave energy
deposited there.
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While much continues to be learned about our
atmosphere using ground based studies of the
airglow, there is today even more being done
from space. An example is a study of the ozone
layer using infrared airglow from the oxygen
molecule. Dangerous ultraviolet light from the
sun (just below 3000 A) is blocked by the ozone
layer and when it is absorbed the ozone is disso-
ciated into an oXygen atom and an oXygen
molecule. The molecule is excited and radiates
near 13,000 A; a measurement of this airglow
radiation allows one to determine the density
of the parent ozone molecules and to study
how and why the ozone varies in both space
and time.

JoHN F. NOXON
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ALTERNATING CURRENTS

Definition of Alternating Current An alternat-
ing current is a periodic function of the time,
the function being such that the average value is
zero. A special case of an alternating current is
shown in Fig. 1. The square wave is clearly
periodic, and in any one cycle, the area under
the curve above the horizontal axis is equal to
the area below the horizontal axis. If the two
areas are not equal, the current may be de-
scribed as an alternating current superposed on
a direct current, provided the resultant current
varies in a cyclic manner.

In general, any alternating current may be
considered to be the sum of a Fourier seties of
sinusoidal waves. For example, the square wave
shown in Fig. 1 may be written as

%(sin 2mfe + 4 sin 6mfr + L sin 10wt 4+ - )

Kagnitude

|

172+ 17§ 3red 24 Time

FIG. 1. A square wave alternating current.
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where 4 is the amplitude of the square wave,
f is the frequency in hert2 (cycles per second),
and ¢ is the time in seconds. Since any alternat-
ing current may be expressed as the sum of a
series of sinusoidal terms, the remainder of this
article will be devoted to a discussion of sinus-
oidal voltages and currents.

Root-mean-square Yalue The equation for an
alternating current { may be written as

i =1m sin (wz- 6) (1)

where i, is the maximum or peak value of the
current, w is 27 times the frequency fin hertz
(Hz), and § is a phase angle. A graph of the
current ¢ is shown in Fig. 2. Since the positive
and negative loops are mirror images, the aver-
age value of the current over a complete cycle is
zero. The latter statement is valid for all alter-
nating currents and, hence, gives no information
about a particular alternating current.

A useful way of stating the magnitude of an
alternating current is to give its effective or
root-mean-square value. The term root-mean-
square is derived from the idea of taking the
square root of an average square of the cutrent.
Thus, by definition, the effective value fe of the
current { given by Eq. {1)is

w 2mfwr
le = I/_J. Im?sin2 {cot - 8)dt (2)
2T J,

where 2m/w is the time for one cycle. In effect,
the quantity under the square root sign is the
sum of the squares of the currents during one
cycle divided by the time for one cycle. The
value of Je may be found by performing the
integration. The result is

Im -

V2

Io= 0.707/m (3)
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FIG. 2. A sinusoidal alternating current.
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FIG. 3. An ac series circuit.

Clearly, the effective value of a sinusoidal alter-
nating current is 70.7 per cent of the maximum
or peak value, Similarly the effective value of a
sinusoidal voltage is 70.7 per cent of the maxi-
mum or peak value.

Alternating-current Series Circuit A simple
alternating-current series circuit is shown in
Fig. 3. At the instant considered in the diagram,
the current is in the direction shown. The cir-
cuit consists of a generator connected in series
to a pure resistance R, a pure inductance L, and
a capacitance C, It is important to understand
the relationship of the current to the potential
difference across each element. In each case, the
best starting point is a basic definition. Accord-
ing to Ohm’s law for a pure resistance,

R=-% (4)

where Vg is the voltage drop across the resis-
tance. The inductance L of a coil is given by

- No
T

L (5)

where N is the number of turns and ¢ is the
magnetic flux passing through one of the turns
of the coil as a result of the current {, Writing
Eq.(5)as

Li=Ng
and then differentiating both sides, we obtain
di d¢
L—=N—
dr N dt (6)

According to Faraday’s law, the right-hand side
of Eq. (&) is the magnitude of the induced emf,
The lefi-hand side, 1. di/dt, therefore, is the
voltage drop Vi across the inductance L.
Finally, the capacitance C is by definition

=4
C= Ve (7)



ALTERNATING CURRENTS

where ¢ is the instantaneous charge on the posi-
tive plate and V¢ is the drop in potential in
going from the positive plate to the negative
plate.

The relation between the impressed voltage
Vm sin wt and the instantaneous current ¢ fol-
lows from Kirchhoff’s law that the sum of the
differences in potential in going around a com-
plete circuit must be zero, At the instant shown
in Fig. 3, there is a pdtential rise Vm sin Wt in
going from A to B and there are potential drops,
Ve, Vi, and Ve in traversing the rest of the
circuit. According to Kirchhoff's law

Vmsinwt~ Vr- V- Vec=0
44 _4

Vm smwr—Rz-Ldt C

Since the current is the rate of flow of charge
._dq

i=—

dt 8)

It is now possible to express the current { as a
function of r. The result neglecting inifial tran-
sient effects is

[ = Vi sin (i - 8)
VR2 (el - 1fw(C)?

where tan § = (L - 1f/wC)/R. The phase angle
& is the angle by which the current / lags behind
the impressed voltage.

The maximum or peak value of i is
_ Vin

VR? + (wl - 1fwC)?
If both sides of this equation are divided by

2, we obtain

Im _ VN2
V2 VR H(wl - 1jwl)?

Ie = Ve
® T VRZ (WL - 1jwC)

Equation {10) states the relation between the
effective value of the current and the effective
value of the impressed voltage.

Impedance and Reactance The denominator
of Eq. (10) may be defined as the impedance Z
of the circuit. We may therefore write

V
Ie=_£§

&)

Im

(10}

(11)

Equation (11) is similar in form to Ohm’s law,
Eq. (4). The impedance Z is the square root of
the sum of the squares of two terms. The first
is the resistance R, and the second is wil - 1{wC.
The latter is called the reactance. The guantity
wi. is the inductive reactance whereas 1fw( is
capacitative reactance. If the inductive reac-

k-

tance is greater than the capacitative reactance,
the phase angle § is positive and the current lags
behind the voltage. If the inductive reactance is
less than the capacitative reactance, the current
leads the voltage.

Yector Diagram The current and the various
voltages may be related in a meaningful way by
means of a vector diagram. Equation (10) may
be rewritten as follows:

Ve =R + (wlle - IeJwC)  (12)

Equation (12) implies that Ve is the resultant
of a vector Rfe at right angles to a vector
wLle - IefwC. This is shown in Fig. 4. The cur-
rent fe is drawn along the horizontal axis, and
the effective voltage drop across the resistance,
Rie, is also drawn along this axis. The effective
voltage drop across the coil is wlL/fe, and this
potential difference is drawn along the positive
vertical axis. Finally, the effective potential
drop across the capacitor is fefwC, and this
vector is drawn along the negative vertical axis.
The resultant of the three vectors is Ve, in
agreement with Eq. {12).

Resonance If the capacitance C can be varied,
the current fe will be a function of € in accor-
dance with Eq. {10). When

1
wL =—
wl

the effective current will be a maximum, The
circuif is then said to be in resonance. Actually,
the inductance L or the angular frequency w
may be varied instead of the capacitance . The
circuit will be in resonance whenever Eq, (13)
holds. At resonance, the impedance Z is equal
to R, and the circuit, under such circumstances,
acts as though it contains resistance only. The
process of obtaining resonance is called tuning
the circuit.

Average Power The potential difference V
across an ac generator at any instant is the
work required to transfer a unit charge from the

(13)

wlTg

IB
wlly "t 7
e
A\“"'l‘
Le
ot L

Rle 1

Iyt

FIG. 4. A vector diagram for an ac series circuit.
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negative to the positive terminal. The work
done in transferring a charge dq is consequently
V' dg, and the work done per unit time is

- Ydq

d dt

(14}

where P is, by definition, the instantansous
power and 4t is the time interval to transfer the
charge dg. Since

dq
dt

I =

Eg. (14) may be written
P=Vi

The instantaneous power is the product of the
instantaneous voltage and current,

When alternating current _circuits are con-
sidered, the average power P rather than the
instantaneous power is of interest. By definition

i
F== f Vidt
27 o

where, as before, 2m/w is the time for a com-
plete cycle. The average power may be evaluated
by making the following substitutions in
Eq. (15):

(15)

V =V sin cor
i= I sin (wt - §)

The result is

P=1Vmnincosb (16)
Equation (16) may be rewritten
— Vm T
F=— —
7 7 cos &
.-P_= Ve!e 3055 (l?)

Evidently, the average power is the effective
voltage times the effective curremt multiplied
by the cosine of the phase angle. In this connec-
tion, cos & is called the power factor, Equation
(17) may be interpreted to mean that only the
component of Ve in phase with /e contributes
to the average power. The other component
may be said to be wattless. Since

Fe =IeZ

and
R
cosd = Z

Eq. {17} may be written as follows:

P =Ia2R (18)
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From the latter form, it may be concluded that
the average power is the average rate at which
heat is developed in the circuit, Equation (18)
also shows that a direct current having a value
Ie would produce the same heating effect as an
alternating current having an effective value fe.

The Complex-number Method In the forego-
ing, an alternating-current series circuit was dis-
cussed by representing voltages as vectors in the
real plane, For more complicated circuits, this
method is too clumsy. It is much more con-
venient to deal with vectors analytically by
utilizing the j-operator. By definition,

i=v-1

When a real number is multiplied by j, it be-
comes an imaginary number. In other words, a
point on the real axis is rotated through 90° so
that it becomes a point on the imaginary axis.
The *complex™ impedance of a series circuit
may thus be written

. 1
Z=R +)(wL wC)

since the reactance may be considered to be at
right angles to the resistance. When several im-
pedances are connected in series, the total com-
plex impedance is

Z=ZI+ZQ +Z3+"‘

(19}

(20)

and, when several impedances are connected in
parallel, the total impedance is given by

1 1 1 1

—_— = e o — s

77z, %7, %7, 2n
The effective voltage ¥ across the generator may
be considered to be a vector along the real axis.
The effective current [ furnished by the gen-
erator is therefore

Y
z

By solving Eq. (22), the magnitude of f and the
phase relation between [ and ¥ may be found.
Although new mathematical techniques are
needed, the saving of time usually justifies the
use of the complex number method of handling
complicated ac circuits,

Transfer Function From a more advanced
point of view, we may consider the voltage V in
Eq. (22) as the source and the current [ as the
response. If we set fw equal to a new variable s,
called the complex frequency, then we may
refer to 1/Z{jw) =1/Z(s) as the transfer func-
tion. For a complicated network, the transfer
function may generally be expressed as theratio
of two polynomials in 5. Thus

I= (22)

1 Nis)

Z(s)  D(s)

(23)
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The zeros of the transfer function are those
values of s for which N(s) =0, and the poles of
the network are those values of s for which
D(sy=0. At a zero, the network does not re-
spond to the source. At a pole, the network
may oscillate at a natural frequency given by
the imaginary part of 5. For a sinusoidal input,
the amplitude of the response may be very
large at a pole. Network analysis is facilitated
through the use of the transfer function, Basi-
cally, the transfer function expresses all the
characteristics of the network.

REUBEN BENUMOF
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AMORPHQOUS METALS

Amorphous metals are materials with good elec-
trical and thermal conductivity, with lustrous
appearance, and with other common metallic
properties, but with atomic arrangements which
are not periodically ordered as in more familiar,
crystalline metallic solids. Noncrystalline, amor-
phous, and vitreous are equivalent terms used
to describe solids in which atoms are not peri-
odically arranged and which in fact lack any
sort of longrange order. The term glass has often
been reserved for amorphous solids formed by
continuous solidification of a liquid, but metallic
glasses are now commonly considered to include
amorphous metals produced in a variety of
ways, including evaporation, sputtering, and
electro- and chemical deposition, as well as
cooling from the liquid state,

Widespread interest in metallic glasses has
developed since 1960, when it was first demon-
strated that metallic glasses could be formed by
very rapidly cooling, or quenching, some molten
metallic alloys. Liquid quenching techniques,
illustrated in Fig. 1, have been developed for
producing metallic glasses as continuousribbons

a

with widths of several centimeters and at speeds
in excess of kilometers per minute.

Research on amorphous metals has resulted
from both scientific and technological interest
in these materials. They provide opportunities
for investigating effects of structural disorder
on the basic physical properties of metallic
solids, and they offer promise for achieving new
and useful combinations of properties for tech-
nological ends. Many of the unique properties
of metallic glasses are thought to result from
the remarkable isotropy and homogeneity of
most of these materials on all scales greater
than a few atom diameters.

Formation Metallic glasses, like other amor-
phous solids, are always unstable with respect
to some crystalline phase or phase mixture,
However, glasses can sometimes be formed
from the liquid state because liquids become
progressively more viscous and atomic mobility
within the liquids becomes more Limited as the
temperature is reduced. If crystallization does
not intercede, many liquids undergo large con-
tinuous changes in viscosity in a narrow tem-
perature interval somewhere below their equi-
librium freezing temperature T,,. The large
increase in viscosity on cooling through this
interval causes the supercocled liquid to become
a rigid glass below a ““glass transition” tempera-
ture T, at which atomic mobility is severely re-
duced and crystallization is thereby suppressed.
Although glasses are ultimately unstable against
crystallization, they can be retained almost
indefinitely at temperatures well below T,.

The high fluidity of metallic liquids for tem-
peratures greater than Tg, in contrast to more
familiar glass formers like SiQ,, greatly facili-
tates crystallization as the liquids are cooled
below T, ; but for temperatures less than T,
the high viscosity and very limited atomic
mobility make formation of stable crystalline
nuclei and growth of these nuclei very unlikely.
Thus the critical temperature range in which
rapid crystallization is liable to occur at appre-
ciable rates is from T,, to Tg, and the less time
spent in traversing this temperature interval, the
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FIG. 1. Continuous quenching devices for making
metallic glasses: (a) melt spinning and (b) roller
quenching.
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higher the probability of successful glass forma-
tion. The rate of crystallization R, is expected
to peak in this interval.

Many alloy systems and alloy compositions
have been discovered which can be quenched to
farm a glass with cooling rates of 105-107°K/sec.
These alloys involve compositions for which
T,, is suppressed with respect to melting points
of nearby crystalline phases, and compositions
of high glass forming tendency are those with
the lowest T, values. Two devices used for pre-
paring metallic glasses are illustrated in Fig. 1.
Rapid quenching is accomplished by spreading
the molten alloy on a metal surface which serves
as a heat sink. This speeds the cooling by re-
ducing the thickness across which heat must
diffuse and by ensuring that the alloy remains
in good thermal contact with the heat sink
during the critical cooling period. Metallic glass
ribbons produced in this way generally have
thicknesses of less than 50 um.

Several classes of metallic glasses which have
been made by liquid quenching are listed in
Table 1, and the list continues to grow. The
most widely studied class consists of the tran-
sition metal-metalloid alloys with about 20
atomic percent metalloid. Electrodeposition
and chemical or electroless deposition have also
been used to produce several amorphous alloys
of the transition metal-metalloid type,

An even larger range of materials has been
prepared as amorphous solids by vapor quench-
ing methods involving deposition by evaporation
or sputtering onto a cooled substrate. Here the
problem is to obtain metastable, noncrystalline
atomic arrangements at sufficiently low tem-
peratures to make spontaneous crystallization
very improbable. Some nearly pure metals have
been prepared as amorphous thin films on sub-
strates cooled to 4°K. Nommally pure films of
cobalt crystallize at about 50°K, and intentional
addition of impurities, for example a few per-
cent of silicon, greatly increases the crystalliza-
tion temperature of such amorphous films,
Amorphous metallic alloys which can be retained
to temperatures well above room temperature
have also been prepared by vapor guenching,
including alloy systems and compositions for
which glass formation by liquid quenching has
been unsuccessful.

Structure X-ray, electron, and neutron
scattering experiments, together with electron
microscopy, have provided evidence for nom-
periodic atomic arrangements in the amorphous
alloys discussed above. These materials produce
diffuse diffraction patterns, with a few bread,

TABLE 1.
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FIG. 2. X-ray scattering patterns for amorphous and
polyphase, crystalline CoggPsq.

overlapping peaks. Part of the diffraction pattern
for an amorphous Co-P alloy with about 20
atomic percent phosphorus is shown in the
lower section of Fig. 2. Heating this alloy
changed the scattering pattern to that shown in
the center of the figure. Appearance of sharp
raxima indicates that the alloy began to crys-
tallize to the expected crystalline phases of
Co, P and Co. Further heating to 700°C pro-
duced the sharper scattering pattern shown at
the top of the figure, indicating improved per-
fection of the crystalline materials. Diffraction
patterns of amorphous alloys loock more like
those of liquid metals than like diffraction
patterns of crystalline materials. Electron micro-
graphs of most amorphous alloys are featureless
compared with those of crystalline solids.

The diffuse scattering patterns produced by
amorphous solids can be used to calculate radial
distribution functions, RDF(r), which describe
correlations among atomic positions in the
materials. The methods of analysis are the same
as those used for liquid alloys. Examples for
two amorphous metal-metalloid alloys are
shown in Fig. 3, Maxima in RDF{r} occur for
r-values corresponding to frequently occurring

CLASSES AND EXAMPLES OF METALLIC GLASSES.

Transition metal-metalloid alloys

Late transition metal-early transition metal alloys
Transition metal-rare earth metal alloys
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F1G. 3. Radial distribution function for amor-
phous transition metal-metalloid alloys NisgPa4 and
CoqgPy;, and for a dense random packing of hard
spheres (DRPHS) structural model. [From G. §. Car-
gill I, AIP Conf. Proc. 24 138 {1975).]

interatomic separations in the amorphous alloys.
RDFs illustrate several differences between
atomic arrangements in amorphous and crys-
talline alloys. Long-range structural periodicity
is absent in the amorphous alloys. There are
only weak correlations between atomic positions
separated by more than four or five atom diam-
eters. There is no unique nearest neighbor dis-
tance in these amorphous alloys. Widths of the
nearest neighbor maximum in the RDFs are
typically between 0.4 A and 0.5 A full width at
half maximum (FWHM). Radial distribution
functions for crystalline Co or Ni would have
much narrower nearest neighbor maxima, with
widths less than 0.2 A FWHM. Crystallization
of these alloys increases their density by less
than one percent. The RDFs and density mea-
surements together provide statistical descrip-
tions of atomic arrangements in amorphous
alloys and serve as critical tests for three-
dirnensional structural models.

The most extensively studied models for
atomic arrangements in metallic glasses are
based on the nonperiodic “random’ packing
of spheres and are called dense random packing
of hard spheres models. The RDF for a physi-
cally constructed dense random packing of
several thousand single-sized steel spheres is
shown in Fig. 3, together with the experimen-
tally determined RDFs for two transition metal-
metalloid alloys. The agreement is impressive,
although the model takes no account of the
alloy nature of the experimentally studied
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materials. Efforts to improve dense random
packing models for binary alloys have used
computers to generate dense random packings
with two sizes of spheres, chosen to represent
the two elements of the binary alloy. These
structures have been relaxed by allowing those
small displacements of atom sites which reduce
the energy, calculated by assuming that the
atoms interact with one another by pairwise
forces. Although such models have been fairly
successful in reproducing experimentally ob-
served distribution functions for most metal-
metalloid and rare earth metal-transition metal
alloys, the more general applicability of dense
random packing as a structural model for
metallic glasses has not yet been established.

Electrical Resistivity Resistivities of amor-
phous metallic alloys are typically between 100
and 200 ufl-cm, values which are higher than
resistivities of most crystalline metals and alloys
but are similar in magnitude to electrical resis-
tivities of liquid metals. Although the reversible
temperature dependence of electrical resistivity
for amorphous alloys is less than for most crys-
talline metals, when the alloys crystallize, their
resistivities decrease abruptly and irreversibly,
as shown for example in Fig. 4,

The major features of the reversible resistivity
behavior can be explained in terms of 2 model
originally developed for liquid metals. The basic
features of this model are that the electrical
resistivity arises from scattering of conduction
electrons by the amorphous structure and that
the structure-dependent scattering can be evalu-
ated from experimentally measured X-ray, elec-
tron, or neutron scattering patterns of the
material,

A number of amorphous alloys become super-
conductors at sufficiently low temperatures.
Much early work on vapor quenched amorphous
alloys was stimulated by the discovery that
amorphous bismuth was metallic and became
superconducting at 6°K, although crystalline
bismuth is a non-superconducting semimetal.
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FIG. 4. Electrical resistivity for a PdggSiag alloy in
amorphous, equilibrium crystalline, and liquid forms,
[From P. Duwez, Trans. Am. Soc. Metals 60, 607
{1967).]
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However, subsequent research has failed to
discover any amorphous superconductors with
transition temperatures above 10°K.

Magnetic Properties Metallic glasses are as
diverse in their magnetic behaviors as are crys-
talline metals and alloys, ranging from strong
ferromagnetism to weak diamagnetism, includ-
ing ferrimagnetism and spin glass type magne-
tism. The largest amount of research has been
carried out on ferromagnetic transistion metal-
metalloid (TM-M) alloys and on ferrimagnetic
transition metal-rare earth metal (TM-RE)
alloys. The magnetically ordered amorphous
TM-M systems are well described as aligned
ferromagnets, as illustrated schematically in
Fig. 5(a), where metalloid atoms are not shown.
Some TM-RE systems are ferrimagnets, with
RE moments pointing opposite to the TM
moments, For alloys with gadolinium as the
rare earth element, the moments of TM atoms
(small circles in Fig. 5(b}}are closely antiparallel
to those of the RE atoms (large circles), but for
other rare earths, notably terbium and dyspro-
sium, the RE moments are strongly coupled to
local easy directions, giving a canted ferrimag-
netic arrangement like that shown in Fig. 5(c).

It is usual to think of glasses and amorphous
solids as being macroscopically isotropic, and
indeed these materials are isotropic with respect
to most of their physical properties. Magnetic
anisotropies for most amorphous transition
metal-metalloid alloys are very small and their
effects on coercivity and ease of magnetic
saturation can be largely eliminated by suitable
annealing treatments, which relax internal
strains and allow some local rearrangements of
atom positions. Coercivities for snitable annealed
TM-M alloys can thus be as small as 1072 Qe.
Annealing in the presence of applied magnetic
fields can also be used to induce macroscopic
magnetic anisotropies in the amorphous TM-M
alloys. Low coercivity and high permeability
are very desirable properties for a variety of
applications, including low-loss transformer
cores, presently one of the most widely pursued
applications for metallic glasses.

The behavior of magnetic domains in amor-
phous Gd-Co alloys is often dominated by large
perpendicular easy axis magnetic anisotropies
of 10°-10% erg/em® induced in the sputtered
films by appropriate deposition conditions. This
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FIG. 5. Atomic magnetic moments in amorphous
magnets: (a) ferromagnetic as in FegoBag, (b) ferr-
magnetic as in Gd 39Corg, and (¢} canted ferrimagnetic
asin Tb33F861.

AMORPHOUS METALS

class of amorphous alloys has been of special
interest because of its potential usefulness in
magnetic memory devices, for which the mag-
netic anisotropy and ease of magnetic domain
wall movement are essential.

Other basic aspects of magnetic behavior of
amorphous alloys which have been studied are
the overall temperature dependence of magne-
tization, the characteristic magnetic excitations,
including spin waves, and the effects of struc-
tural and chemical disorder on phase transition
phenomena, including sharpness of the ferro-
magnetic-paramagnetic transition and the crit-
ical exponents associated with this transition.

Mechanical Properties Many mechanical
properties of metallic glasses have been investi-
gated, including elastic constants, yield and
fracture strengths, modes of plastic deforma-
tion, the dependence of these properties on
thermal history and measurement temperature.
Most of these studies have employed quenched-
from-the-liquid glasses.

Metallic glasses, like most polycrystalline
solids, are mechanically isotropic, so only two
constants, for example the bulk modulus and
the shear modulus, are needed to characterize
their elastic properties. Elastic stiffness con-
stants of the glasses are generally smaller than
those of the same materials in crystalline form,
which are usually mixtures of crystalline phases.
The bulk moduli differ only by 5-10%, but the
shear modulus g and Young's modulus £ for
plasses are lower by 30-50% than for corre-
sponding polycrystalline solids, The lower resis-
tance to shear deformation has been explained
in terms of nonuniform atomic displacements
which can occur in the glasses but which are
restricted by symmetry constraints in the crys-
talline forms of these materials.

Metallic glasses are typically very strong, hav-
ing observed yield strengths ¢, = E{50 as high
as 370 kg/mm? (640 X 103 psi) for FegoBag,
similar to that of polycrystalline, cold drawn,
high carbon steel. However, unlike high strength
polycrystalline alloys, which are inherently
brittle, most metallic glasses are microscopically
ductile and can sustain appreciable local plastic
deformation, particularly in compression or
shear. Although there have been several propo-
sals for using metallic glass wires or ribbons to
form reinforced composites with plastic, cer-
amic, or metallic matrices, no commercially
important applications of this sort have yet
emerged.

Plastic deformation in metallic glasses for
temperatures much lower than the glass tem-
perature Tg is inhomogeneous, occurring in
localized shear bands along directions of maxi-
mum resolved shear stress, In contrast to the
usual work hardening which accompanies plastic
deformation in crystalline solids, the localized
shear bands of metallic glasses are manifestations
of *work softening.” The glassy material is
weakened as a result of the local disruption of
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FIG. 6. Fracture surface of a glassy Pd-Cu-Si wire.
[From L. A. Davis and S. Kavesh, J. Maz. Sci. 10, 453
(1975).]

short-range order or the local creation of ex-
cess free volume by the previous plastic defor-
mation. Tensile failure of metallic glass wires
or ribbons occurs in the localized shear band,
with characteristic veinlike fracture surface
features like those shown in Fig. 6, which are
suggestive of local melting. For temperatures
closer to the glass transition temperature, de-
formation takes place by homogeneous viscous
creep, with the strain rate proportional to the
applied stress.

The ductility of many metallic glasses is lost
through irreversible embrittlement when the
alloys are annealed, even though the annealing
temperatures are too low to cause any detectable
crystallization. Most metal-metalloid alloys
show this behavior, and those containing phos-
phorus are particularly susceptible. Some experi-
ments suggest that the embrittlement is caused
by fine-scale phase separation or segregation
involving metalloid elements.

G. 5. CARGILL III
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ANTENNAS

Communication systems characteristically con-
sist of cascaded networks, each network designed
to carry out some operation on the energy
conveying the information. In radio communi-
cation, transmitting systems’ antennas are the
networks serving to transfer the signal energy
from final circuit network to space. In receiving
systems, on the other hand, antennas serve to
transfer the signal energy from space to the
input circuit networks. In circuits the flow of
energy is restricted to one of two directions.
The effectiveness of the transfer of energy
between the antenna and its adjoining circuit
is, therefore, determined solely by the terminal
impedance of the antenna and that of the
adjoining circuit network. The terminal imped-
ance of a circuit network can generally be
designed for operation over a relatively wide
frequency band. On the other hand, the termi-
nal impedance of an antenna may, in some
cases, vary outside acceptable limits, thus
limiting the useful frequency bandwidth of
the antenna. The terminal impedance of an
antenna and its variation with frequency is,
therefore, one of the important parameters
describing the performance of the antenna.

The relationship between an antenna and
space, however, is more complex. The distribu-
tion of the radiated energy varies with direction
in space, giving rise to the directive properties
of the antenna. The energy radiated by the
antenna is in the form of electric and magnetic
fields. These are vector quantities which, at a
distance from the antenna, are at right angles
to each other and to the direction of propaga-
tion. The planes in which these vectors are
located, and whether they are stationary or
rotate with time, determine the polarization
of the radiated field. The performance of an
antenna can, therefore, be fully described
only by specifying several parameters, such as
radiation pattern, power gain!-? directive
gain, and polarization. In discussing antenna
properties, it is convenient to consider the
antenna as a radiating rather than as a receiving
network. The antennas, however, are passive
and linear networks and, therefore, subject to
the law of reciprocity.® Therefore, the perfor-
mance of an antenna, in terms of radiation pat-
tern, gain, or polarization, is the same whether
the antenna radiates or absorbs radiation.

Except for the region in the immediate
vicinity of the antenna, termed the near-field
region of the antenna, the radiated electro-
magnetic energy propagates radially away
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from the antenna, and the radiation intensity*
varies inversely as the square of the distance
from the antenna, This attenuation with
distance is the propagation lpss. In radio
communication systems it is the principal
component of the system’s loss and must be
compensated for by increasing the power of
the transmitter, the gains of the transmitting
and receiving antennas, and the sensitivity of
the receiver. In describing antenna performance,
it is customary to disregard the propagation
loss and to represent the distribution of the
radiated power as a function of the two direc-
tion angles only. Such distribution is commonly
represented graphically in the form of a radia-
tion pattern, Radiation patterns can take a
variety of forms. One form is a polar diagram
with radial displacement proporticnal to the
field strength or to the radiation intensity in
that direction. Another form is a rectangular
diagram with abscissa representing one of the
directional angles, and the ordinate representing
the radiated field intensity. The intensity may
be represented linearly as power or logarithmi-
cally in decibels.* For representing the directive
properties of an antenna in all directions, con-
tours of equal radiation intensity may be
plotted, with the two direction angles as abcis-
sas and ordinates, respectively.

The directive properties of an antenna also
lead to the concept of antenna gain. The
directive gain of an antenna in a specified
direction is the radiation intensity in that direc-
tion compared to what it would be if the total
radiated power were distributed equally in all
directions. Besides the directive gain there is
also the concept of power gain. The latter
differs in that the total input power rather than
the radiated power is used as the reference. The
power gain for an antenna is always smaller
than the directive gain by the factor of radiation
efficiency. IEEE Standards Publications 145
and 149 (Refs | and 2) should be consulted for
exact terminology. For some applications,
such as point-to-point communication, high
values of antenna gain are desired because
such antennas concentrafe the available power,
thus effectively increasing it. Similarly, in
receiving applications, such antennas are more
responsive to radiation arriving from the desired
direction and, at the same time, reduce the
response to signals arriving from other (possibly
interfering) directions. Conversely, for other
applications such as broadcasting, broadly
directional antennas with wide coverage may
be desired.

The gain of an antenna is dependent principally

*In this discussion, radiation intensity has the
dimensions of power flow per unit arez, normally,
watts per square meter, Electric field strength, on
the other hand, is in volts per meter. Definitions of
these and other terms can be found in Reference 1.
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upon the size of the antenna, expressed in wave-
tengths. The larger the antenna, the greater is
likely to be the gain, The values of gain for dif-
ferent antennas range from 1.5 for an electrically
small dipole to values hundreds and thousands
of times greater. In practice, antenna gains are
usually expressed logarithmically, in decibels.
For the low-frequency end of the ratic spec-
trum (15 kHz to 3 MHz) antennas, although
large physically, are relatively small in terms
of wavelengths. Therefore, the directive gains
of these antennas seldom exceed 3 (4.8 dB).
The radiation efficiencies of low-frequency
antennas are usually very low. As a result, their
power gains are significantly lower than their
directive gains and may be negative when
expressed in decibels. In the high-frequency band
{3-30 MHz), which is used principally for long-
distance communication, antenna gains of 10-
100 (10-20 dB) are frequently encountered. At
microwave frequencies, where the wavelengths
are a fraction of a meter, gains of several hundred
and even thousand times (20 to over 30 dB),
are Common.

When an antenna has one or more of its dimen-
sions significantly larger than a wavelength, its
radiation pattern is likely to have more than
cne maximum. The radiation pattern in such
cases is said to have a lobe structure, That part
of the radiation pattern which encompasses
the direction of the largest maximum and the
radiation immediately to each side of it is
referred to as the main lobe. The radiation about
the minor maxima is referred to as the secondary
or side lobes. One of the common goals in
antenna design is the reduction in the levels of
secondary lobes. These may, at times, be a
source of interference to other transmissions.

In common with light, radio waves consist
of electric and magnetic fields at right angles
to each other and to the direction of propaga-
tion. The crientation of these fields, specifically
the electric field, determines the polarization of
the wave. Thus, if the electric field vector is
parallel to the ground, the radio wave is termed
horizontally polarized. Although the polariza-
tion of the energy radiated by an antenna, in
general, varies with direction, an antenna is
usually designated to be horizontally (or verti-
cally, or circularly, etc.) polarized, depending
on the polarization of its radiation in the direc-
tion of the main lobe maximum.

The importance of polarization in radio engi-
neering lies principally in the different reflective
properties of the ground for horizontally and
vertically polarized waves, Different radio ser-
vices are served best by different polarizations.
Antennas for use in the low-frequency end of
the radic spectrum, 15 kHz through about 3
MHz, are almost invariably vertically polarized.
This includes the AM broadcast band (535-
1605 kHz). In the high-frequency band, 3-30
MHz, both horizontal and vertical polarizations
are employed. For television broadcast service
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in the United States and many other countries
{but not in the United Kingdom), horizontal
polarization is in use. In the United States
horizontal polarization is also standard for FM
broadcasting service, However, to accommodate
reception in private automobiles, FM broadcast
stations are now permitted to add a vertically
polarized component to the transmission, but
it may not exceed the horizontally polarized
component,

Recent years have witnessed a very rapid
growth in the importance of communication
using satellite relays., Since the antennas used
in this service are highly directive, and the direc-
tions to satellites are significantly above the
horizon, ground reflections play no part in such
communications. For this reason various organi-
zations involved in satellite relay communication
make use of horizontal, vertical, and circular
polarizations, depending on local considerations.
One current practice is to use circular polariza-
tion in both directions: left-hand circular
polatization for the up-link (ground-to-satellite)
and right-hand circular polarization for the
down-link. At the time of this writing {December
1981) a growing practice is to reuse frequencies.
By this is meant the use of the same frequency
for two channels in the same direction; one
channel uses right-hand circular polarization,
the other, left-hand circular polarization. Isola-
tion of 27 dB (power ratio of 500:1) between
the two channels is being reported using this
practice.

The types and varieties of antennas encoun-
tered in practice are very numercus, Each type
has some advantage over the others for some
specific applications. Some of the more impor-
tant and frequently encountered requirements
are those for operating bandwidth, high radia-
tion efficiency, a specified degree of directivity,
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FIG. 1. Two types of elementary radiators: {a)
Monopole over ground; (b) dipole.
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FIG. 2. Some examples of elementary magnetic radi-
ators: (a) single-turn loop antenna; (b) ferrite rod
antenna; (¢} haif-wavelength slot antenna.

whether high or low, polarization, etc. By no
means the least of the requirements is that of
economy; it is a poor engineering practice to
overdesign the antenna system. Two fundamen-
tal types of antennas encountered in practice
are illustrated in Figs. 1 and 2. Fig. 1 shows two
of the electric radiators, a monopole and a
dipole, A monopole, shown in Fig. 1{a), in one
form or another, is used almost exclusively
throughout the low-frequency end of the radio
spectrum, It is vertically polarized. The dipole,
shown in Fig, {{b), is more versatile since it can
be oriented to give either horizontal or vertical
polarization. It is frequently used as an elemen-
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tary radiator in large, array-type antennas.
Basically, a monopole is a special case of a
dipole where one-half of the dipole is replaced
by its electromagnetic “image” reflected by the
ground, An electric dipole may be considered
to be one of the two most fundamental types
of antenna. In its most elementary form of two
point charges it is used to derive the mathemati-
cal expressions for the radiated fields. The other
fundamental type is the magnetic radiator shown
in Fig. 2. Fig. 2(a) illustrates the simplest form
of a magnetic radiator, a single-turn loop. In
the early days of broadcast radio the loop
antenna, in a multiturn form, was sometimes
used with home receivers. Because of its small
size and portable nature it is still used for this
purpose, especially for portable receivers, but
in the form of a compact, ferrite-loaded coil,
such that shown in Fig, 2(b). In industrial appli-
cations a loop antenna is sometimes used in a
modified form for FM transmitting antennas.
For microwave applications the magnetic radia-
tor finds use in the form of a “slot” antenna.
An elementary form of the slot antenna is
shown in Fig. 2(c). It consists of a narrow, half-
wavelength-long slot in a sheet of metal and is
excited at two points across the slot by a
transmission line, For proper impedance match
to the transmission line, the points of excitation
are usually well off the midpoint of the slot.
Slot antennas usually find their application in
large, array-type antennas; in such cases the slot
antennas are often excited by waveguides passing
beneath the slots.

Departing from the elementary radiators, Figs.
3, 4, and 5 show three antenna types employing
wire conductors which have widespread use in
the lower end of the useful radio spectrum, up
fo somewhere between 30 and 300 MHz. Figure
3 is a diagrammatic representation of a Yagi
antenna. It consists of a single driven element—a
half-wavelength dipole with a single parasitic
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element to the rear which acts as a reflector
and several parasitic elements in the forward
direction, known as directors. Parasitic elements
are so termed because they derive their excita-
tion by an electromagnetic coupling to driven
elements. The reflector element is slightly
longer than its resonance at the operating fre-
quency, which gives it a positive reactance. The
directors, on the other hand, are shorter than
their resonant length, which gives them a nega-
tive reactance; this causes them to enhance the
radiation in the forward direction. The Yagi
antenna is compact, with a moderately high
directive gain. However, it has a very narrow
operating bandwidth.

An antenna resembling the Yagiantenna physi-
cally, but with very different performance
characteristics is the log-periodic antenna, illus-
trated in Fig, 4. Like the Yagiantenna, it consists
of a tandem array of dipole elements: however,
all the elements are driven, being connected to
the transmission line running axially through
the array. At any one frequency, only three or
four of the elements are radiating, those whose
lengths are near resonance at that frequency. At
the lowest operating frequency for which the
antenna is designed, the longest elements, those
at the rear end of the antenna, are in operation.
As the frequency of operation is increased, the
“active region™ moves forward along the
antenna, and at the highest design frequency
only the forward elements are in operation. In
contrast to the Yagi antenna, the log-periodic
antenna has only a moderate directivity, but it
can be designed for a very wide frequency
operating band. This last characteristic has made
the log-periodic design popular for consumer
applications for TV reception; there the VHF
band alone extends from 54 to 216 MHz, a 4 to
1 spread.

Another antenna employing wire conductors
but very different in design, is the rhombic
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FIG. 3. A five-element Yagi antenna.
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agntenna, illustrated in Fig. 5. It consists of two
wires in rhombic configuration; each side of the
rhombus is, characteristically, two to five wave-
lengths long. Its principal use is for long-distance
point-to-point communication in the HF (3-
30 MHz) band. Its construction is simpie and
trouble-free; however, it does require a large
site. Its design and construction is described
in detail by Harper,*

An antenna type which may be considered
as transitory between the lower frequency,
wire-conductor types and the microwave,
reflector-type antennas is the corner-reflector
antenna, illustrated in Fig. 6. The active clement
shown in the illustration is a half-wavelength
dipole; however, collinear arrays of dipoles can
be and have been employed. The key element of

this antenna type is the reflector. This consists
of two rectangular reflecting surfaces joined
at the axis, forming a corner. In operational
antennas the metal reflector surfaces are
usually replaced by wire screens, The width of
the corner reflector must be at least one-half
wavelength, In practice, the lengths and the
widths are usually one to two wavelengths. The
greatest usefulness for this antenna type is in
the VHF (30-300 MHz) band, The gains and
radiation patterns of the corner-reflector
antenna, as functions of length, width, and
aperture angle, have been measured in detail at
the National Bureau of Standards and reported
by Cottony and Wilson.%:7

Figure 7 shows two antenna types, a horn
antenna and a paraboloid reflector antenna.
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FIG. 6. Diagram of a corner-reflector antenna showing the nomenclature of its parameters.
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FIG. 7. Examples of microwave-type antennas: (a) hotn antenna. (b) parabotoid-reflector antenna.
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These are characteristic of the antennas used
for microwave frequencies. The horn antenna,
Fig. 7(a), is used generally where moderate
directivity suffices, but a high front-to-back
ratio of directivity is desired, The paraboloid
antenna, on the other hand, is used for high-gain
applications; it is a quasi-optical device. It is
the type widely used for ground stations for
satellite communication. For this application
it is beginning to some extent to enter the
consumer market,

The statement in the introductory paragraph
regarding the importance of the terminal imped-
ance of the antenna understates one of the
fundamental antenna problems: the relationship
between the size of the antenna, expressed in
wavelengths, and the properties of the antenna,
both its terminal impedance and its directivity.
As the size of the antenna is reduced below
one-half wavelength, the resistive component
of the terminal impedance rapidly diminishes
while the reactance increases. As a result, either
the operating bandwidth or the radiation effi-
ciency, or both, are rapidly reduced. Numerous
papers have been published in an attempt to
quantify this relationship, the most recent being
that by Hansen.® Hansen’s paper also lists numer-
ous references to earlier work. It is appropriate
to note, however, that the mathematical opera-
tions employed by Hansen implicitly limit the
validity of the final results to dipoles.

The relationship between the size of the
antenna and its power and directive gain is
easier to grasp. In the case of quasi-optical
antennas, such as horn and paraboloid refiector
antennas, (Fig. 7), the opening of the antenna
is known as the gperture, a term borrowed from
optics. The gains of such antennas are directly
proportional to the areas of the apertures in
wavelengths modified by the illumination taper.
The concept of aperture is carried directly to
the broadside arrays of dipoles or other elemen-
tary radiators. In the case of end-fire arrays and
other antennas which depend upon length for
directivity, such as Yagi antennas, the concept
of aperture loses its applicability. Instead, equiv-
alent aperture is sometimes used. The gains of
such antennas are roughly proportional to the
square root of the antenna lengths expressed in
wavelengths,

The preceding discussion of the relationship
between the size of the antenna and its gain is
correct insofar as the practical applications are
concerned. To be complete, however, one should
mention the concept of supergain or superdirec-
tivity. Woodward and Lawson® demonstrated
that, using arrays of dipoles, it is in theory
possible to realize much higher directivities than
those predicted by the aperture concept. To
realize such directivities, special excitation of
elements must be employed. The excitation is
such that, while some elements radiate power,
others absorb it, feeding it back to the elements
that radiate. The gain then becomes a function
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of the number of elements rather than of the
area over which they are arrayed. Uzkov!®
showed that, for broadside arrays, the theoreti-
cal gains are directly proportional to the number
of elements and, for end-fire arrays, to the
square of the number of elements. Bloch, Med-
hurst, and Pool!! presented a comprehensive
survey of supergain and superdirectivity. To
realize even a modest degree of supergain, one
should be able to control the excitation currents,
both in magnitude and phase, with a very high
order of precision. Supergain and superdirec-
tivity are, therefore, of theoretical rather than
practical interest.

For a more complete listing and discussion
of antenna types the reader is referred to texts
on antennas such as the “Antenna Engineering
Handbook.””!? For additional discussion of the
principles underlying antennas, texts by Kraus!?
and Schelkunoff and Friis'® are suggested.

H, V. CoTTONY
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ANTIFERROMAGNETISM

Antiferromagnetism is the most common form
of magnetic order. It is found in the majority of
inorganic compounds of the transition metals,
rare earths and actinide elements; it is also found
in Cr, Mn, Pt, Pd, and rare carth metals and al-
loys, although the situation is rather more com-
plicated in the case of metals, and the discussion
here will fecus mainly on insulators. However,
during the last decade great interest has arisen
in organic conducters, of which TTF-TCNQ is
a typical example. These systems are strongly
anisotropic in lattice character, i.e., are quasi-
one-dimensional, and their magnetic character
is antiferromagnetic., A striking experimental
development since the mjd-1960s has been the
synthesis of magnetic materials which have an
effective dimensionality D less than three, Such
“low-dimensional” magnets are chemically
engineered by inserting large diamagnetic or-
ganic “spacer” molecules to minimizre the
magnetic interactions in one or two directions
in the crystal, Low-dimensicnal antiferromag-
nets show striking differences in behavior from
the familiar three-dimensional antiferromagnets,
such as MnF,, because quantum effects (fluctu-
ations) are particularly pronounced in such
systems.

The principal feature of antiferromagnetism is
the spontaneous antiparallel alignment of elec-
tron spins on neighboring magnetic ions, which
takes over from the paramagnetic state (where
spin-spin interactions are essentially negligible)
as the temperature is lowered, The critical tem-
perature of the antiferromagnetic phase transi-
tion is called the Néel temperature (Ty). The
strength of the ordering interaction is character-
ized by the magnitude of Ty, which typically
ranges {rom below 1 K to above room tempera-
ture. Some antiferromagnets whose properties
have been studied in detail are listed along with
their Néel temperatures: (3D} NiG, 520 X;
Cry03, 310 K; MnF;, 674 K; (2D) K, NiFy4, 97
K; (1D CuCl; - Apyr)y, {(CPC) 1.1 K [(CH;)4 N1
Mn Cly (TMMC), 0.8 K. (Note: (pyr} denotes
large organic pyridine complexes.)

The ordering interaction between neighboring
metal ionic spins in an insulator is called super-
exchange, since it takes place via an intervening
anion, O, F, §, Cl, ete, {cf. direct exchange
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between adjacent ions as encountered in FER-
ROMAGNETISM). Superexchange results from
charge transfer (see BOND, CHEMICAL), and
it is best illustrated by a typical example, say
MnO,

Ground and Excited States of (MnOMn)*

Mn*0"Mn*  Mn**I0 Mn*
ground state excited state

In the ground state, the purely ionic configura-
tion, there is no interaction between metal ions,
If, however, one of the two bonding electrons
of 077 is transferred to the Mn™ at left, there
will be strong Hund’s rule coupling within that
ion, and also the unpaired electron on 07 can
couple with the Mn™ at right. Since the two
bonding electrons on O have opposite spins,
the overall interaction will appear as antiparal-
lel exchange coupling (i.e. antiferromagnetic
coupling} between the two Mn ions,

The archetypal form of the Hamiltonian
function (the energy) which describes the mag-
netic properties of the exchange interaction is
the Heisenberg exchange form

H= ZJ,-;S,-- Sj,

where §; and §; are the spin angular momentum
vectors (operators) of a pair of nearest-neighbor
ions, (Interactions between more distant neigh-
bors are much weaker and will largely be ignored
in what follows.) Ji is the exchange integral
(exchange constant) between the spins §; and
8;, and is a measure of the strength of the mag-
netic interaction, For relatively simple systems,
J may be calculated guantum-mechanically
from first principles. However, in general, J is
best regarded as a phenomenclogical constant,
to be inferred from experiment. The Heisenberg
Hamiltonian can describe either ferromagnetism
or antiferromagnetism, J is negative for ferro-
magnets, since then parallel spin alignment is
energetically favored., Antiferromagnetism is
characterized by J positive, which favors anti-
parallel order.

While the antiferromagnetic exchange interac-
tion produces antiparallel alignment of the spins,
their direction with respect to the crystalline
axes is a consequence of the magnetic anisot-
ropy. There are three origins of anisotropy: (1)
dipole-dipole interactions among the armray of
jonic moments which gives anisotropy in all but
cubic symmetry; (2) Stark-effect interactions of
each single ion with the local crystalline electric
fields; and {3) anisotropic exchange, a result
of spin-orbit coupling and super-exchange be-
tween excited orbital states. The latter two
mechanisms are important for non-S-state ions,
especially in crystals of low symmetry. Crystal
field effects are represented by including a
term of the type D 2;(57)? in the Hamiltonian,
where Sf is the z-component of the spin angular
momentum (S;) of the /th ion, This term gives
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rise to spin-anisotropy such that when D <0
easy-axis anisotropy is favored, and when D<0
easy-plane anisotropy is favored. For aniso-
tropic exchange in real systems the Hamiltonian
may effectively be writien:

H= 3 U85S 7 + 1 875 + 175287
-

KJ2>r* gy uniaxial anisotropy is present,
and when JZ <J* =J% easy-plane anisotropy is
present, The extreme limit of uniaxial anisotropy
occurs when J* =J” = 0, and is called the Ising
model of magnetlsm The extreme limit of gasy-
plane anisotropy is when JZ =0, and this is
called the XY model When JZ =J* =7 the
isotropic Heisenberg exchange model is re-
covered.

The effects of an applied magnetic field on
the antiferromagnet are represented by the
addition to the Hamlltoman of a Zeeman energy
term guBHE §;%, where g is the Landé g-factor
and pgp is the Bohr magneton, The phase dia-
gram of an Ising antiferromagnet as shown in
Fig. 1. In the H-T plane, the antiferromagneti-
cally ordered phase is enclosed by a second-
order phase boundary. Note that antiparaliel
order is destroyed both by increasing temper-
ature and by increasing magnetic field, The
critical field, H,, is reached when the Zeeman
energy tending to align a pair of spins parallel
balances the antiferromagnetic exchange energy.
At T =0, antiferromagnetic order exists for
H < H,, while paramagnetic disorder occurs
for H>H H{, is therefore a special point. For
the pure Icsmg model, to which Fig. 1 applies,
nonphysical effects ocour at H,. There is a
nonzerg entrepy at =0 and bc{=Hc, which
can be calculated exactly in 1D and 2D, and
approximately in 3D. This implies a violation
of the third law of thermodynamics and re-
flects the somewhat artificial, or classical,
character of the Ising model. Inclusion of terms
such that J* or J¥ # 0 eliminates this defect.

Also shown in Fig, 1 is a different kind of
field, namely a staggered field, H;, which re-
verses sign at every successive spin site, This is
the so-called ordering field for an antiferromag-
net. For example, an antiferromagnet in a stag-
gered field shows phase behavior similar to a
ferromagnet in a direct (ordinary) applied
field, It might seem that a staggered field is an
artificial concept, not realizable in the labora-
tory, which is generally true, However, in the
case of the complex, six-sublattice-structured
antiferromagnet dysprosium aluminum garnet
(DAG), application of a direct field in general
resuits in the appearance, in addition, of an
“internal” staggered field.

The obvious magnetic parameter for experi-
mental measurement is the susceptibility, de-
noted x, which is effectively a measure of the
response of the spins to an external applied
field. In general, there are two susceptibilities
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FIG, t, Phase diagram (schematic) of an ideal ctassi-
cal antiferromagnet. T is temperature, H is direct field,
and Hy is staggered field. The arrows suggest the pre-
dominant pattern of spin ordering,

to measure in the case of a single crystal sample,
One is the susceptibility measured with the
field parallel to the easy-axis (easy-plane},
called x|, and the other, ¥, measured with the
field in a direction perpendicular to the easy-axis
{easy-plane). In a truly spin-isotropic, Heisen-
berg, system ) and x| are equivalent above Ty.
This is not true in general, however. When any
type of anisotropy is present x; and X, are
different. Mean-ficld theory is a simple, approx-
imate calculational approach applicable to both
ferromagnets and antiferromagnets. Further, it
is believed to describe phase behavior correctly
for magnetic systems in dimensions D 2 4, Fig, 2
shows the susceptibilities of an antiferromagnet,
in the limit of a vanishing field, in the mean-
field approximation. Both ¥ and X, vanish at
high temperatures where spin-spin interactions
become negligible. ¥ then exhibits a maxi-
mum at the transition temperature Ty and sub-
sequently vanishes as 70, x; by contrast,
goes to a nonzero value as T— 0. There is a
vanishing total magnetization as the anti-
parallel alignment of the spins becomes in-
creasingly compiete.

It is interesting to observe how Fig. 2 is modi-
fied for real antiferromagnets with D <4, This
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FIG. 2. The susceptibility {schematic) of an antifer-
romagnet in zero applied field, as a function of tem-
perature, in the mean-field approximation, x), and x|
are as explained in text. x p, is the powder susceptibility
which is the weighted average of x| and x1.

is now weill known due to exact and accurate
approximate calculations in 1D, 2D, and 3D,
and is shown schematically in Fig. 3. Both sus-
ceptibilities pass through a rounded maximum
Tmax, which is not the critical temperature Ty,
as the temperature is lowered, In zero-field Ty
is manifested as a vertical tangent in both X
and ¥; on the low-{emperature side of Tyay.
The difference A = Tp.« - T is a measure of
dimensionality, increasing as ) decreases, Typi-
cally, A is about 8% of Tmax or less for 3D

Xy

X

FIG. 3. The susceptibility (schematic) in zero field
as 2 function of temperature according to non-mean-
field theories. The difference between 77 and Tmax is
a function of dimensionality. Ta corresponds fo a
vertical tangent in xy and x.
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antiferromagnets, 50-70% for 2D antiferro-
magnets, and 90% or more for good 1D anti-
ferromagnets. Strictly, Tp =0 for an idea]l 1D
antiferromagnet with short-range interactions,
However, weak residual 3D interactions allow
3D ordering to take place at appropriately low
temperatures.

Antiferromagnets show very rich and com-
plex phase behavior when competing interac-
tions are present, andjor as a function of the
degree of anisotropy. A special class of Ising-
like antiferromagnets are called metamagnets,
and their H-T phase diagram is shown in Fig.
4, which resembles Fig. 1, except now a high-
field portion of the antiferro-paramagnetic
phase boundary has become first order. The
point at which the boundary changes character,
T*, is a special kind of critical point catled a
tricritical point. At a normal critical point,
or along a line of critical points, divergences
occur in the thermodynamic properties which
are characterized by so-called critical expo-
mnents. The critical exponents at a tricritical
point are markedly different from those at
an ordinary second-order critical point. Figure
5, which is an extended version of Fig. 4
including one additional parameter, the stag-
gered field Hy, illustrates the phase behavior
of a metamagnet in a more illuminating way,
The first-order boundary of Fig. 4 now appears
as a line of triple points where three first order

T, r

FIG. 4. The H-T phase diagram {schematic) of an
Ising-like metamagnet. The hatched portion of the
phase boundary is first order and 7* denotes the tri-
critical point.
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FIG. 5. The extended phase diagram of a metamag-
net in terms of parameters T, A, and staggered fietd H g,
The shaded areas denote first-order two-phase coexis-
tence surfaces.

phase boundary surfaces meet, The tricritical
point T* is the point at which three critical
phase boundary lines meet. Examples of meta-
magnetic systems are ferromagnetic layers with
antiferromagnetic interlayer coupling, and sys-
tems with nearest-neighbor antiferromagnetic
coupling and weak next-nearest-neighbor ferro-
magnetic coupling. The phenomenon of meta-
magnetism was first observed experimentally in
FeCl,, which is an example of the layer-type
system. DAG is also a well known metamagnet.

Another interesting class of antiferromagnets,
characterized by rather small anisotropy, con-
sists of the spin-flop antiferromagnets. The A-T
phase diagram of a spin-flop system is shown in
Fig. 6. Two distinct ordered phases appear. In
addition to the regular antiferromagnetic phase,
a new phase appears at high fields. In this phase,
in a classicial vector-spin picture, the spins tend
to align themselves perpendiculer to the applied
field on crossing the boundary line, which is
first order, ehnce the name spin-flop. This sys-
tem has two critical fieldsat T'=0, H, (the spin-
flop field) and H,. Two lines of critical points
meet the first-order line at a special point
B. B is a second exampte of a special type
of critical point (these special points are gen-
erally called multicritical points). B is called
a bicritical point; from Fig. 6 it may be ob-
served that two critical lines meet at B. When a
staggered field is included, the phase structure
has several interesting features, but is too com-
plicated to describe here. It should be noted
that early calculations of mean-field type
showed the three phase boundaries meeting at
an angle. Modern calculations of non-mean-field

Ty T

FIG. 6. H-T phase diagram of 2 spin—flop antiferro-
magnet in a field parallel to the easy axis. The low-
field phase region has antiparalle] aligned spins along
the easy axis. The high-field phase region has “flopped™
spins, aligned at an angle to the field. The boundary
between the phases is first order. B is the bicritical
point. The dashed lines illustrate the phase boundaries
in the neighborhood of the bicritical point in the mean-
field approximation.

type have indicated that the two second-order
lines meet the first-order line tangentially, This
effect is difficult to observe in 3D antiferro-
magnets, but is very prominent in gquasi-1D
antiferromagnets on account of the low dimen-
sionality, The effect has been experimentally
confirmed in both 3D and 1D antiferromagnets,
Examples are MnF, and TMMC, respectively.

An interesting recent development concerns
phase transitions in 3D antiferromagnets of
basic lattice structure focc (or bec). The low-
temperature ordered phases of these multi-
sublattice magnetic systems can be fairly com-
plex in terms of spin-ordering arrangements,
characterized by doublings of the magnetic
unit cell relative to the crystal unit cell as the
system goes from a paramagnetic state into an
ordered phase as the temperature is lowered.
Examples are: Type I antiferromagnets such
as UQO,; Type Il antiferromagnets such as
TbSb, MnO, NiQ; and Type III antiferromag-
nets such as K;IrClg. An order parameter of
unusual complexity is required to describe
such systems, and experimental testing con-
tinues of calculations based on group theoreti-
cal predictions of Landau and Lifshitz com-
bined with the currently very popular technique
of renormalization group analysis,

Other current areas of investigation where
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antiferromagnetic exchange interactions are
important ate Ising systems showing Lifshitz
points, multiphase points, and a sequence of
modulated phases. This theoretical work has
been stimulated by recent magnetization and
neutron-scattering experiments on rare-earth
pnictides, particularly CeSb,

Spin-glasses are under intensive investigation at
this time. They are commonly regarded as sys-
tems with random ferromagnetic and antiferro-
magnetic interactions, resulting ultimately from
a modulated, long-range RKKY interaction.
Spin-glasses exhibit many curious experimental
features, but despite much theoretical effort no
clear and definitive microscopic explanation has
yet emerged. Systems which have features in
common with random spin-glasses, but where
enough regularities remain to render the system
exactly solvable in a number of cases, are called
spin-frustrated systems, A typical example is
the [sing model on a triangular lattice with
nearest-neighbor interactions, The condition
for antiparallel spin alignment cannot be
satisfied around a triangular unit of the lattice,
Hence the origin of the term spin frustration,

Spin dyngmics is another area where new
theortetical breakthroughs are being made, and
where antiferromagnets play a major role. Ap-
proximate analytic and computer-based classical
calculations are nmow available in 3D. By con-
trast, in 1D spin antiferromagnets, many
striking quantum mechanical features have been
observed, enhanced by the low dimensionality,
These developments have led to advances in
nuclear magnetic resonance experimental tech-
nigues, with corresponding insight into the de-
tails of charge distributions around ions. In
addition to susceptibility and magnetic reso-
nance, an important experimental technique
in antiferromagnetism is neutron scattering,
which reveals details of the spin structure array
and the effective spin dimensionality D, and
probes the nature of the energy excitations,

JILL C. BONNER
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ANTIPARTICLES

1. Overview: Particles and Quanta. Classifica-
tion by Statistical Behavior and by Behavior
with Respect to the Four Fundamental Inter-
actions One of the great discoveries of modern
physics is that for every type of elementary
entity of matter and radiation-“particle”—
there exists a corresponding conjugate type of
entity—"antiparticle.”” In the antiparticle certain
of the particle-defining properties are identical—
“conjugation-invariant”—and others—"conjuga-
tion-reversing”’—are reversed in sign. The
reversed sign in a conjugation-reversing property
allows one to maintain a conservation law for
that property in the dramatic processes of pair
creation and pair annihilation in which an anti-
particle is observed to appear and disappear
together with the particle to which it is conju-
gate. In those cases where all the conjugation-
reversing properties occur with zero values, the
antiparticle is identical with the particle. The
progressive recognition of the existence of anti-
particles was initiated by Dirac’s relativistic
anti-electron theory in 1931, and by Anderson’s
independent experimental discovery of the
anti-electron (positron) in 1932.

A simple descriptive and inductive introduc-
tion to the fact of existence of antiparticles,
and conceptualizations of it, is given in the arti-
cle entitled ANTIPARTICLES in the first edition
of this encyclopedia, and in the articles in the
present edition on FIELD THEORY and ELE-
MENTARY PARTICLES. An enumeration of
known particles and antiparticles up to 1983
will be found in the latter. Here we attempt to
convey the most general theoretical setting in
which the existence of antiparticles, and sym-
metry of conjugation between particles and
antiparticles, may be established. At first a
bricf overview will be given and then 2 more de-
tailed systematic discussion. Some of the tech-
nical terms used are defined in the sequel.

A major classification of all particle types is
according to their statistics or “social behavior.”
This is based on symmetry or antisymmetry of
the mathematical function describing an identi-
cal multiparticle state (i.e., a state with two or
more particles of the same kind) under inter-
change in any pair. Those particle tvpes for
which there is symmetry under intrapair ex-
change are bosons; those for which there is
antisymmetry are fermions, which fall into the
two subtypes: quarks and leptons.

Cutting across the boson-fermion classification
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of particle types according to their statistical
behavior are other classifications based on their
interaction behavior or ‘‘charges.” This refers
to their participation or neutrality in the four
fundamental physical interactions found in
nature: hadronic, electromagnetic, weak, and
gravitational, Formerly these were considered
to be distinct, as once upon a time, the magnetic
interaction and the electrical interaction were
considered to be distinct only to be united later
in the one electromagnetic interaction. Similarly,
at the levels of energy of experiments in which
they have been observed until now, the four
interactions are distinguished by markedly dif-
ferent intrinsic strengths {coupling constants),
roughly in the ratio 1:1072:10°19:1073% a5
well as different symmetries. Only the first
three have hitherto played an important role in
guantum particle physics. Particles subject to
hadronic interactions are called hadrons, the
elementary ones, out of which all others are
composed being called quarks. Composite
fermionic hadrons are called baryons; all other
hadrons are mesons. It is found that baryons
all carry a nonvanishing baric charge B which
is very nearly, perhaps absolutely, conserved,
i.e., up to a very high probability—perhaps
certainty —the total baric charge of the compo-
nent entities after a reaction equals the total
baric charge of the component entities before
a reaction. At both ends of the reaction the
total baric charge is computed by simple addi-
tion. The baric charge of the elementary
hadrons—the quarks—out of which all other
hadrons are constructed is &, and the baric
charge of antiquarks is - 4. The only fundamen-
tal hadrons directly observed in nature are the
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composite baryons {(quark triplets) with baric
charge | and the mesons {quark-antiquark pairs)
with baric charge 0. The leptons also have baric
charge 0. The mesons, however, in contrast to
the leptons, do interact hadronically, which is
to be expected from their dipolar structure with
respect to baric charge. The leptons are elemen-
tary, have no quark content and therefore no
hadronic interactions. The leptons in turn dis-
play what seem to be other types of conserved
charges, There appear to be three types, tau-
leptic charge (for tauon and its neutrino),
mu-leptic charge (for muon and its neutrino) and
e-leptic charge (for electron and its neutrino).
Table 1 diagrams these classifications.

The most fundamental theory that we have of
source particles and their interactions is Quan-
tum Field Theory {(QFT). The central concept
in the classical ancestor of this theory is that of
the force field, in which the effects of action by
a source at any one point are propagated contin-
uously to other points via an intermediary
influence, i.e., not by “action at a distance” but
by local action from point to point. The quan-
tum interaction field retains some of these
features, but in modified form.

The quantum modification of the classical
field concept of propagation of influence is a
picture of emission and absorption of inter-
mediary entities or excitations—the interaction-
quanta—which are exchanged between source-
particles and which can also exist free. The
conception of these intermediary excitations
first appeared explicitly and with incisive success
for phenomenological description and predic-
tion in Einstein’s 1905 work on light guanta or
photons (for which, together with his “work in

TABLE 1. CLASSIFICATION OF PARTICLE TYPES ACCORDING TO SYMMETRY
UNDER PERMUTATION OF IDENTICAL PARTICLES (STATISTICS)
Bosons Fermions
" Baric
§  Charge 0 Mesons
o Baryons
= Baric {nucleons, hyperons,
Charge + 0 baryon resonances, . . . }
Baric Photon
and
Leptic
Charge 0 Weak-Interaction Boson (7)
Tau-Leptons
P (taus and tau-neutrines)
&  Leptic Mu-Leptons
& Charge # 0 {muons and mu-neutrinos)
H e-Leptons

{electrons and e-neutrinas)

Graviten (7
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theoretical physics,” he was awarded the Nobel
prize in 1921, with no mention of the relativity
theories!). The similar intermediary quanta that
have been established since that time in theory
for the other fundamental interactions, are
interpreted as excitations of fields whose poten-
tial is distributed over spacetime. Thus we now
speak of gluon fields, and intermediate vector
boson fields, along with the photon field.

In QFT, source-particles are also interpreted
as excitations of the modes of a field—the
appropriate source-particle—field. Upon inter-
acting, a given source field and a given inter-
action-quanta field can excite or de-excite
each other. The excitations which make up our
world of substance “sources” are traditionally
recognized as systems of one or more “particles;”
this corresponds to the fact that whenever we
have a “‘pure” excitation of the source field,
i.e., such as occurs in one and only one field-
mode, it always comprises an exact whole num-
ber of elemental excitations identical with each
other. (Similarly for “quanta™ in an interac-
tion field.) This exact whole-number multiplic-
ity is already a sufficient basis for calling the
theory “quantum.” For such an elementary ex-
citation, we shall reserve the term “particle” in
the case of source fields {(“quantum™ in the case
of interaction fields) or, more technically, “*one-
particle” (one-quantum} state. The term “exci-
tation,” though not in common technical use, is
really more appropriate than “particle” or
“quantum” because “‘excitation” connotes as-
pects of wave or vibrational patterns, as weil as
the wave property that all elementary excita-
tions of a given type are indistinguishable from
each other.

In summary: The hadronic interaction—also
called “strong” or “nuclear” interaction—acts
fundamentally between the members of one of
the two basic families of elementary source-
particles. The members of this basic hadronically
interacting family have been named ‘“quarks.”
The other basic family of source-particles,
which have no hadronic interactions, are catled
“leptons.” The term *‘source-particles” is used
here for the members of these two families to
contrast them with other fundamental massive
and radiation entities which transmit interac-
tions; these interaction-transmitting entities we
shall designate “‘interaction-quante.” Among
these are the *photon” and “weak-interaction
vector bosons’ and the “gluons™ which transmit
the hadronic interaction between both quarks
and leptons. Tables 1| and 2 diagram these
classifications,

Within the two particle families—quarks and
leptons--there are many finer distinctions. In
our subsequent discussion we shall see that any
specific type of source-particle has attributes
that come from its belonging to a corresponding
space-time symmetry type, one of the “irreduc-
ible representations” of the symmetry group of
spacetime. Among these attributes, to which
different values are assigned in the different
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spacetime symmetry types, are mass and spin.
Besides being of a given spacetime or external
symmetry type, each source-particle also is of
an internal symmetry type—one of those which
serve as representations of an internal symmetry
group. Corresponding type attributes are charges
of various kinds—hadronic, electric, and weak,
which play a role in the interaction of the
various types of particles with the cotresponding
forces. Interaction-quanta possess similar sym-
metry attributes.

The electromagnetic interaction is perhaps
the simplest. Its internal symmetry group is
U1, the group of all phase factors, i.e., complex
numbers of unit magnitude; the corresponding
attribute is electric charge. The electromagnetic
interaction operates only between electri-
cally charged or magnetically active particles,
exchanging energy and momentum, It does not,
however, transfer electric charge, i.e., it is itself
neutral. Its intrinsic strength, 1/137, is labeled
Qe

The situation is quite different with the
hadronic and weak interactions. The hadronic
force, and likewise the weak force—in contrast
to the long-range electromagnetic and gravita-
tional forces—both are “shori-range” forces.
This means that the region of appreciable
manifestation of the hadronic force is limited
to a very small volume around the source parti-
cles, basically a quark, from which the force
emanates. This force acts only on other quarks
or quark structures, but not on leptons,

Both quarks and their intermediary hadronic
interactions—“‘gluon interactions” —are classified
according to the symmetry types of an exact
SUsc¢ group, the indicated internal symmetry
group of the hadronic interactions. The super-
script ¢ stands for “color,” a label which takes
on the three primary color values R (red), G
(green), and B (blue), each symbolic of a par-
ticular kind of hadronic charge. Antiquarks come
with the complementary three *‘anticolors’ or
anticharges. Because of the exact symmetry,
the intrinsic strength of all the color charges is
the same.

Besides the color charge classification of
quarks there are two other type classifications
found empirically that are not given by the
exact $U3 ¢ group, but which provide an approxi-
mate symmetry grouping. There are six “flavors™
divided into three families.” The three families,
each comprising two flavors, are: (1} up (u),
down {d}; (2) charm (c), strange (s}; (3) top (1),
bottom (4).

The quark color classification corresponds to
the first nontrivial symmetry-type, triplet (3) of
SU5c. Its threefoldness is represented by R, G,
and B. There is a corresponding antitriplet (3
with the three complementary anticolors R, &,
and B for the antiquarks. Thus, combination
of three quarks having each of the three colors
makes a “white”’ particle (baryon), or combina-
tion of a quark of a certain color and its anti-
quark makes another type of “*white” particle
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{meson). Strong interactions between the various
quarks depend only on their colors and are
governed by an exact unbroken SU;¢ gauge
group, implying eight massless gluons, which
mediate the gquark interactions. All structures
are governed by the following fundamental
rule; While various flavored quarks can be
found mixed in various proportions, only
“white’’ color singlets are found in independent
particle entities.

It is this rule which summarizes in a formal
manner the phenomenon of *‘quark confine-
ment”’ which one requires in the current theory
of strong interactions that has become known
as *“*quantum chromodynamics.” As already
stated, the hadronic force does not operate on
the members of the other set of elementary
source-particles found in nature, the leptons;
in other words, leptons have no hadrenic (or
gluon) charges. Also, leptons, unlike quarks, are
actually observed in a state of freedom—a fact
which suggests that the fundamental hadronic
interquark {(gluon) interaction is necessary for
the “‘total confinement” which seems to be
operating for quarks. The phrase “total confine-
ment” signifies that only 3-quark and quark-
antiquark composites have been observed—
their guark content being inferred, however,
from compelling evidence. This suggestion
has been incorporated in the quantum chromo-
dynamic field theory, where the fundamental
hadronic force is comprised of the octet of
gluon interactions. The mediating gluons are
endowed with color and are therefore self-
interacting, thereby producing antiscreening be-
tween source parficles. This property, if it
could be proved to increase without limit with
distance, would lead to total confinement.

Residually, the hadronic force acts also
between the 3-quark composites which we
recognize as nucleons, neutrons and protons,
which constitute units out of which nuclei of
atoms are constructed. This force is, however,
relatively {(only relatively!} small compared to
the interquark force at the same distances. It
is analogous to the Van der Waals forces between
electrically neutral atoms.

H. Antiparticle Existence Principle: Sym-
metry, Conjugation As we have already indi-
cated, it is one of the great theoretical and
empirical discoveries of modern physics that
there is a general duelify in nature in that to
every particle type there exists a mutually
annihilating ‘““antiparticle™ type with certain
exactly identical and certain other exactly
reversed defining properties. The exact duality
of particle and antiparticle serves to classify the
two sets, that of exactly identical and that of
exactly reversing properties. Among the exactly
identical properties are the mass and spin, and
among the exactly reversing properties are all
the fundamental charges. The members of both
sets will be called type-observables and the
following discussion will be concerned with
specifying them.
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Both sets of type-observables are associated
with exact symmetries of the particie types and
their interactions. What a “symmetry,” or
“gsymmetry operator,” is will be defined more
precisely later; here we shall designate the
aspects of nature to which it applies, and indi-
cate the meaning of the symmetry concept, by
the following statement: Nature lends itself to
a classification into two kinds of aspects, that
of systems and that of natural processes. A na-
tural process (e.g., motion in an arbitrary elec-
tromagnetic field) is generally considered to be
a more fundamental feature than a particular
system (e.g., the earth}, since the process is taken
to correspond with a law of nature whereas a
particular system corresponds to the more
special features which we label side conditions.
{There is a blurring of the distinction in micro-
physics where the properties—to a certain extent
unexplained—of isolated microphysical systems
appear to be instances of laws of nature rather
than of side conditions; this goes, of course,
with the fact that these isolated microphysical
systems are found in vast numbers of identical
replicas: ‘“‘elementary particles.”) Symmetry
operators are applicable to either side condi-
tions or laws of nature or, alternatively, to
either systems or natural processes: A symmetry
operator of a system or process is a possible
change which leaves certain overall relevant
characteristics of the system or process unaltered
(a possible change is one that can be actually,
or in imagination, carried out on the system or
process). If we are looking at nature as a whole,
and are concerned principally about processes,
the relevant characteristics to be preserved are
the dynamics of transitions between arbitrary
initial conditions and the possible final condi-
tions in all spontaneous natural processes. In
classical physics, this dynamics is given by
differential equationy and it is the form of these
and certain parameters appearing in the equa-
tions which are to be preserved; in the truer-to-
nature quantum physics the dynamics may be
expressed even more directly by an array (S-
matrix} of transition probabilities each of which
is to be preserved individually., The additional
invariant parameters here are such quantities
as the mass and spin of the system (see next
paragraph}.

The symmetry coperators which preserve the
dynamics are, first of all, those which corre-
spond to the homogeneity {invariance under
translations) and isozropy {invariance under
space-space and space-time rotations} of space-
time in regions small enough so that the effects
of gravitation may be neglected, i.e., over re-
gions small compared with the reciprocal of the
local value of the acceleration of gravity—in
units 1 which the speed of tight is | and all
speeds are dimensionless ratios to this speed.
{For all moderate gravitational fields these are
very large regions, e.g., for an acceleration equal
to the earth’s surface gravity the linear dimen-
sion of the limiting region is = 1018 cm = |
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light wvear.} This set of homogeneity and iso-
tropy operators characterizes the special rela-
tivity theory of spacetime and is called the
Poincaré group. Thus, besides the fundamental
conjugation-reversing interaction charges, the
principal symmetry-related observables which
define particles and antiparticles are those
which result from the continuous spacetime
symmetries which express homogeneity and
isotropy: The invariance of natural evolution
processes under an arbitrary spacetime fransla-
tion (homogeneity) implies existence of con-
served four-compenent energy-momentum f;

the invariance under an arbitrary spacetime ro-
tation {isotropy) implies existence of conserved

six-component angular momentum J ~ (M, %),
The conjugation-invariant type-observables here
are mass m {with which may be associated
phenomenologically, as an imaginary part, life-
time 7) and magnitude of spin—intrinsic angular
momentum—s. Both mass m and spin-magnitude
5 are spacetime scalars or “invariants,” which
are algebrzic functions of P and J; by saying

that they are invariants, we mean that they are
left unchanged by any spacetime transiation or
rotation. (Actually, as we shall see, it is natural
to require that they be invariants—but not
necessarily functions—of every symmetry op-
eration,) Because two iransiations commufe
(give the same result if performed in alternate
order) there is no theoretical restriction on the
possible values of the mass, though empirically
such restrictions exist. Because rotations are
noncommuting in a characteristic manner, the
theoretically allowed values of spin are integral
or half-integral multiples of an elementary unit,
as observed. In short, the theory of (linear
operator) representations of the relativity sym-
metry group (Poincaré group) prescribes
clearly the existence of the particle-characteriz-
ing properties of spin and mass but only partiaily
explains their values: (1) The specific range of
observed spin values (all half-integral or inte-
gral multiples of a fundamental unit) is fully
explained; the allocarions to specific types of
particles are partly explained by the general
spin-statistics theorem (see following). (2) The
specific range of observed masses is not funda-
mentally interpreted; however, a partial inter-
pretation of the fass differences among the
strongly interacting particles in a multiplet and
supermultiplet in terms of an epproximate
algebraic internal symmetry group, SU;, does
exist.

The occurrence of the duplicity of particle
types with the same conjugation-invariant prop-
erties (like mass and spin) but opposite conjuga-
tion-reversing properties (like electric and baric
charge) has been much discussed. In general each
member of the double is called the “antiparticle”
of the other, and the basic fact that all particle
types may be ranged in doubles (allowing for
cases of identity between particle and antiparti-

&0

cle types) may be called the “antiparticie
existence principle.” Later we shall discuss the
derivation of this principle as a theorem in the
context of other more general principles. We
shall review the general basis that has been
proposed for it in quantum field theory—which
adds the principle of locality to general algebraic
quantum theory—and in §-matrix theory—which
is a stripped-down and occasionally extrapolated
version of quantum field theory.

The validity of the antiparticle principle or
thecrem means that there exists an operator
which divides all particle type-observables into
two sets and thereby ranges existing particle
and antiparticle types in one-to-one correspon-
dence. We call this operator particle conjugation
and we may restate the antiparticle existence
principle: There exists a particle conjugation

operator @, and a division of symmetry-related
cbservables (“iype-observables”) in two sets,
such that © acting on the type-observables of
any existing elementary entity of matter and
radiation—"particle "—gives the type-observables
for an existing conjugate entity - “antipgrticle”
~with the first set of observables identical—
“conjugation-invarignt”’—and second set re-
versed—"conjugation-reversing”—in sign. Fur-

ther, & is an “involution™: gcting on the type-
observables of antiparticles it restores the values
for the corresponding particles, Thus the opera-
tor and the identity, together, make up a
two-member 'particle-confugation group,” with
the confugation-invarignt and conjugation-re-
versing type-chservables belonging respectively
to the even and odd symmetry types (“irreduc-
ible representations™) of the group.,

What ‘“‘acting on” an observable means for-
mally will be defined later,

It is to be emphasized that the exact doubling,
and no more than doubling, as between particle
and antiparticle types, is in contrast to the
approximate higher multiplicities found in
nature, Such are the pion triplet and N#*
quadruplet of electric charge values, which
respectively fit into the larger multiplicities of
the meson charge-hypercharge octet and the
baryon charge-hypercharge decuplet; these are
ascribed to representations of higher algebraic
groups of approximate symmetry, which will
be discussed at a later point.

The conjugation exists not only for free
particles and antiparticles but also for inter-
acting systems of particles and antiparticles.
This larger content of the antiparticle existence
principle may be stated as foliows: The con-
jugation acting on gny type-observable of
any possible system of particles and anfi-
particles gives the observable of a corresponding
possible system of antiparticles and particles,

Apain, in the following we shall discuss the
derivation of this extended principle as a

theorem—in the usual interpretation of © known
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as the “CPT theorem”—in quantum field theory
and S-matrix theory.

III. Superselection and the Associated
Charges; Conjugation Uniqueness Principle; Par-
tial Conjugation Operators Besides the anti-
particle existence principle there appears to be
another principle relating to the uniqueness of
particle-antiparticle conjugates which, as far as
we know, has not been emphasized in the litera-
ture. This may be called the principle of unique
superselective conjugation. We now describe it.

Among the type-observables—the basic ob-
servable properties used to define particle
types—it is an empirical fact that there are some
which are simultanecusly sharply measurable
with all other observables, and yet are not
trivial “constant observables”—they are not
trivial in that they exhibit different values for
different systems. These “‘superselection ob-
servables” which we discuss in detaijl later are
principally the “superselection charges” baric B,
electric J, mu-leptic Ly, electron-leptic L, and
tau-leptic Ly (the latter three are included with
some reservations in that their empirical basis is
not as firm as that for 8 and Q). B, Q, and (L,
Ly, Lz} are related respectively to the hadronic,
electromagnetic, and weak interactions. Besides
these, by virtue of the Poincaré-group space-
time symmetry there exists another superselec-
tion observable; this is the valence index (- 1)2 43
[for massless particles {-1)**] defined by the
observable component 53 of spin [or, for mass-
less particles, the helicity A] defined in the
following. The empirical evidence for the super-
selection nature of all these quantities is the
total absence of interference terms between
systems with different values of any of the
charges or of the valence index. {The superselec-
tion of the valence index can be correlated
theoretically with the fact that the continuous
mathematical function describing half-integral
spin [helicity] particles requires two whole
rotations to repeat, in contrast with the contin-
uous function describing integral spin [helicity]
particles, which is periodic with respect to a
single whole rotation about a point; thus ne
coherent linear combination of the two mathe-
matical functions—i.e., with a definite complex-
number phase on one function with respect to
the other—is consistent, and physically this
means: 1o interference phenonena.)

Besides spin and mass, the numerical values
of all the “superselectables” (superselection
observables) are the principal quantities needed
to specify a particle type and to distinguish
antiparticle from particle. Under conjugation
the valence index remains unaltered: The anti-
particle of an integral (half-integral} spin parti-
cle also has integral (half-integral) spin. That
this must be s0 is a clear consequence of the
fact that 53 or A remains integral or half-integral
under conjugation; even with s3 or A reversed
in sign, (~1)2% or (-1)?* remains unchanged.
By contrast, under conjugation the superselec-
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tive charges are all reversed. Except in those
“totally neutral” cases where these charge
values are all zero, the particle type can be
distinguished wniquely, under all circumstances,
from its antiparticle type by a reversal of sign
in all charge values, How is it that when more
than one charge occurs with a nonzero value,
they all reverse together for the antiparticle
type? Thus, for example, there is a unique anti-
proton, negative electrically (¢ = - 1} and with
negative baric number {8 = - 1); there does not
exist a negative baryon (@ =-1, B=+1) or a
positive antibaryon with protonic mass and
spin. The striking general fact that there is exact
doubling—with whatever occurring nonzero B,
O, Le or Ly, and Ly reversing simultaneously —
seems to be of special significance.

In our discussion we asserted that the spin
[helicity], and therefore the valence, remains
unchanged under conjugation while the super-
selective charges underge the required reversal,
A priori there were two possibilities, of which
this was one. The other would have been that
there exist mutually annihilating particle—anti-
particle conjugates which have the spin (helicity)
integral for one and half-integral for the other;
the two members of such a doublet would
exhibit the same, or equal opposite, baric,
electric, or leptic charge but opposite valence.
Because of conservation of angular momentum,
upon annihilation an odd number of half-integral
spin particles would appear. Such a situation
seems to be in marked contrast to what we ob-
serve in nature where, for example, any anti-
meson and its meson (both hadrons with zero
baric charge) have the same integral spin, where-
as an antibaryon and its baryon have the same
half-integral spin.

The principle involved may be stated as fol-
lows: For reasons as yer unknown, there exist
the three fundamental quantum-relevant inter-
actions: hadronic, eleciromagnetic, weak, with
associeted superselective charges: haric B, elec-
tric Q, tau-teptic Ly, mu-leptic Ly and e-leptic
Le. The principle of unique superselective con-
fugation—an empirically verifiable {or, in prin-
ciple refutable) assertion—states: The multiphi-
cation of particle types by reversals of sign of
superselective charges is an exact doubling; i e,
there is a simultaneous reversal of sign of all su-
perselective charges, whereas the type-observ-
ables associated with the Poincaré group—mass,
spin, and valence-remain unchanged. This al-
lows us to speak of ¢ “unique” antiparticle to
every particle. Alternatively described: The par-
ticle confugation operator © is inique and, to-
gether with the identity operator, defines a
unique particle conjugation group such that ail
superselective charges below to its odd repre-
sentation. Only the situation we have described
under the heading of the “principle of unique
superselective comjugation” appears to occur
in nature. The behavior of the valence can be
inferred from the fact that the conjugation is a
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symmetry operation which leaves all Poincaré-
group type-observables unchanged,

The uniqueness of conjugation—the simulta-
neous reversal of sign of all the superselective
charges—requires a more subtle explanation. It is

customary to interpret the rigorous conjugation

operator to be what is commonly called CPT;
here C is the electric charge-conjugation opera-
tor found to be an exact symmetry in quantum
electrodynamics, as also are 9 the parity of
space reflection operator, and T “‘time-inver-
sion™ (actually “motion reversal®’) which unlike
the first two is an antilinear operator {defined
formally in the following). By taking the prod-
uct only of the first two, one defines a linear
operator © commonly known as € @ (it has also
been called “coparity™ by the writer}. To our
present knowledge @ is an exact symmetry for
all processes with the sole exception of the weak
decays of one single type of particle—the kaon;
in these decays invariance under © appears to
be broken at the level ~ 10™3 [the number
102 refers to the ratio: Rate (K% — 27)/Rate
(K% —3m].

Following the survey here, and an introduc-
tory theoretical orientation, we propose
a reason why the principle of unigue super-
selective conjugation must hold: If the universal
conjugation operator can be identified with ® —
a symmetry which though nonobservable is
linear—and we also assume the von Neumann
property of the algebra of all observables, then
the principle follows, In the standard interpreta-
tion of the conjugation with another operator
not @', but

B-cor=0

all the homogeneity operators, energy-mo-
mentum P, are conjugation-invariant and
all the isotropy operators, space-space and
space-time angular momentum J, are con-
jugation-reversing and so likewise is the (re-
lated} observable component s4 of the spin.
These quantities are not type-observables but
rather “state-observables” and we shall discuss
them in the following. Their behavior under
conjugation is not so clearly indicated empir-
ically as that of the type-observables. For ex-
ample, with @' as a conjugation operator, the P
components, rather than the M components, are
conjugation-reversing. -

Following the discussion of ©' we give an ac-
count of some of the conventional formalism
which has been successful in deriving the anti-
particle existence principle and the conjugation
principle {® interpreted as CPT} as theorems in
a general context of relativistic quantum theory.
There then follows a brief discussion of the spe-
cial and more stringent form which the general
conjugation operator takes for the basic inter-
actions; By combining © with parity % and
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time-inversion T, or ©' with %, one defines the
operator @FT = @' F = C, known traditionally
as “charge conjugation,” which is a kind of
“purely internal and unitary conjugation oper-
ator.” Except for weak-interaction systems and
processes, it is again a symmetry.

To understand all this in detail it is necessary
first to clarify what we mean by “particles.” The
fundamental entities of matter and radiation
constituting the physical world are associated
with observables which are: (1) gquantum-
mechanical; (I1} symmetry-governed: (111) invar-
iant or covarignt under the governing symmetry.
(I} By the quantum-mechanical aspect we mean
that a key role is played by probabilistic—more
explicitly: statistically deterministic—concepts
rather than detailed deterministic concepts as in
classical physics. This is because of the funda-
mental fact of nature that any two observables
A and B are not necessarily compatible, i.e,,
starting in a given situation and measuring the
two observables in alternation, they do not each
repeat their original measure values; instead, the
measurements give for each a distribution of
measure-value probabilities characteristic for
that observable when preceded by a measure-
ment of the other. (I1) By the symmetry-govern-
ing aspect we mean that it is of central impor-
tance to classify observables according to their
behavior under physically relevant groups of
symmetries; each individual symmetry is by
definition a transformation (‘‘change”) which
(a) leaves measure-value probabilities unchanged,
{b} is evolution-independent, and (c) leaves the
spacetime type-observables, mass, spin, and
valence, unchanged. (111} By the invariance-co-
variance aspect we mean that among all possible
observables—and relative to g given degree of
generality of observation procedures—there is a
division into two classes—the type-observables
which are invariant with respect to the groups of
symmetries, i.e., go into themselves when trans-
formed by any symmetry, and the state-observ-
ables which are covariant, i.e., mix nontrivially
with other members of a set of observables when
transformed.

A more explicit discussion follows.

IV. Observables and Their Algebras. Sym-
metries (I} The modern algebraic version of the
quanium-mechanical concepts is streamlined in
comparison with the earlier formulations in
that the concept of a given state space has re-
ceded to the background; with the greater
economy and generality of algebraic gquantum
theory, many resulis may be demonstrated
more ¢legantly.

(Ia) We consider all directly or indirectly mea-
surable properties which we call observables A,
The observables constitute an algebra with a
certain formal structure. We first remark that
observables in quantum mechanics are not all
mutually sharp or compatible: In any given sit-
uation, keeping all other conditions constant, if
we measure an observable A repeatedly we get
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consistenily the same measure value. The same
is not necessarily the case if any two observables
A and B are measured in alternation repeatedly,
keeping all other conditions constant; we find a
distribution of values for each rather than a sin-
gle value. We then say: “A and B are not com-
patible.” Two observables are compatible if in a
given system, prepared appropriately and re-
peatedly in the same way, each observable al-
ways exhibits one characteristic definite measure
number {(“quantum number,” “eigenvalue™)
upon consecutive repeated measurements appro-
priate to each observable in either order. Con-
stant observables, i.e., those which exhibit only
one measure value under aff circumstances with
all systems (multiples of the “identity’), are of
cobirse compatible with all others. If there is
also a nonconstant observable—i.e., in experi-
ments with various systems it yields differing
measure numbers—which is compatible with all
other cbservables, we call it a superselection ob-
servable. We shall discuss some examples later,
among them electric charge (.

In the following, let the complex conjugate of
a scalar number, e.g., A, be represenied by a

superior bar, A. Consider an infinite-dimensional
linear complex vector space H with an inner
product (¢, ¢ ), ie.,

(6, ¢ +6)=(¢, Y) + (9, 6)
(@, M) =A@, ¢} (Ao, ¥)=A(d, ¥)
(9, ¥)= (¢, $)

for all vectors ¢ and ¢; K is assumed complete
in the norm || ¢ || defined by | ¢, ¢ [V2 =1/ ¢,
and has a countable basis (every Cauchy se-
guence of vectors has a limit vector in the space
and a complete orthonormal basis can be intro-
duced), i.e., # is a Hilbert space. The unit vec-
tors of physical interest are only those lying in
certain subspaces of # defined by certain values
of the superselectables. These unit vectors, up
te an arbitrary phase factor, represent states.
Each observable is represented formally by a
linear self-adjoint operator or “matrix” 4 acting
on the vectors of X. The eigenvalue A of 4 for
an eigenstate ¢, 1.e., such that 4 ¢ = A¢, is the
measure value found for the observable corre-
sponding to 4 when measured in the state ¢. The
role of self-adjointness is to ensure that all such
gigenvalues are bounded and real. What *self-
adjoint™ means formally and what further prop-
erties are to be expected of A is clear from the
following discussion.

Besides their action on the vectors of J{, cne
also has the effect of one operator in H acting
on another to give a resultant operator, and in
the case of the operators representing two ob-
servables, this product of cperators represents
the successive measurement of the two observ-
ables. Two compatible observables are then rep-
resented by two commuting operators corre-
sponding to the fact that the two successive
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measuremenis give the same result in either
order. For brevity the operator representing
an observable will also be called an observable.
A peneral operator 4 is said to be bounded or
to have a norm if there exists a positive number
b such that
lAPN<bNGll. aloinX

The smallest number b with this property is the
norm of A and is denoted || 4 ||. 1t follows that

Na+Bl<ial+IB] NABI<AlB]
NAA T =1allal

We now turn to the characterization of the
algebra of observables in . What the algebra
formalizes are {1) the property that the numer-
ical values obtained as the result of any mea-
surement are (a) real and {b) bounded; (2) the
property that not only is every observable or
algebraic function of observables compatible
with all superselectables, but that every opera-
tor compatible with all superselectables is an
observable or algebraic function of observables;
in short compatibility with superselectables
characterizes the algebra of observables.

The formal structure which satisfies the re-
quirements of these two sets of properties is
that of a von Neumann algebra, a type of sub-
algebra @ = {4} of the algebra of all linear
bounded (or, equivalently, continuous)}operators
in J{, which subalgebra satisfies two conditions:

1. @ IS A C* ALGEBRA. A C* algebra in-
volves (a) an involution applied to (b) normed
opem!ors.

a. Involutive application: There is a * or ad-
joint application of @ into itself such that, for
any 4 in &, A*—the adjoint of A —has the prop-
erties

(A+BY* = A* + B*,
{ABY* =B*4 .

tYILENVLE
A** =4,

An operator for which A* = 4 is said to be seif-
adjoint,

b. Normed operators: In a C* algebra we
have that all operators are normed and that their
norms satisfy

N4 =41, 1A*All=}I4]?, (all A).
An operator  which satisfies the equation be-
tween inner products

(¢, He)=(HY, ¢)

is calied hermitian, It is easy to verify that every
eigenvalue of a hermitian operator is real:

(8, Hp) = (9, \p) = M$, $) = (HP, $) = M9, §).

Likewise for every operator which is self-adjoint.
Every self-adjoint operator is hermitian, but un-
bounded hermitian operators are not self-adjoint.
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(It can be proved conversely that a hermitian
operator which is everywhere self-adjoint is
necessarily bounded.)

2. @ IS EQUAL TO ITS DOUBLE-COMMU-
TANT @®". The latter is the set of all linear
operators in H which commute with the first
commutant which, in turn, is the set of all linear
operators in H which commute with &,

The algebra of observables is a von Neumann
algebra based on self-adjoint operators where
simultaneous observability of observables means
that the self-adjoint operators, which represent
the observables, commute. Since @ contains all
observables and algebraic functions of them,
condition (2) means here that a linear operator
which is a nonmember of the observable algebra
cannot commute with all members of the com-
mutant & of @. Since @ contains, besides the
constant operators, only the set of all super-
selectables and functions of these, the assump-
tion that @ is a von Neumann algebra requires
such a linear nonmember of the observable
algebra not to commute with one or more of
these superselectabies. We shall see in the sequel
that this is one of the key points in rationalizing
the occurrence of unigue superselective conjuga-
tion as described above.

The possible measure numbers of the observ-
ables are represented by the specirum of eigen-
vaiues i of A. For simplicity suppose these
spectra are discrete. By the speciral theorem of
Hilbert space theory, 4 is a linear combination
with real coefficients of bounded self-adjoint
operators called projections (or “projectors™)
PA | having the idempotent property (P4)2 =
P4 with PA corresponding to the eigenvalue A
In particular, for describing various specific con-
ditions in which a given system is prepared, one
is interested in the subset & of self-adjoint oper-
ators with all eigenvalues #; nonnegative and
such that the sum of all 4;—the "“trace”—is equal
to unity. We call these unit-trace nonnegative
self-adjoint cperators “density matrices.” These
are in one-to-one correspondence with the
“states,” both pure and mixed, of the earlier
fess-streamlined formulation of quantum me-
chanics. {It should be noted, however, that the
modern C*-algebraic quantum theory recognizes
much more general “states” than can be repre-
sented by density matrices.) Even this subset,
consisting of nonnegative self-adjoint operators
of trace I, however, is too large for physics when
superselection observables are present. 3 is then
divided up into mutual totally incoherent sub-
spaces corresponding to the different eigenvalues
of the superselection observables; the operators
representing physical ebservables act only within
each subspace but not betwgen them.

(Ib) Probabilities. The concept of probability
gives physical meaning to the projection Px? cor-
responding to an eigenvalue A, Suppose a system
is prepared repeatedly in the same manner, so
that a given density matrix M describes the state
of the system, and we measure the observable 4
each time. On the one hand, the occurrence

[ 2]

frequency or probability measure for the eigen-
value X of 4 in the state M is}dim Py lax where
a) is the coefficient of Py in the spectral-
theoretic direct sum expansion of M—and this
probability measure is given by Trace (MP4).
On the other hand, the zigenvalue X itself oc-
curs as the coefficient of Px? in the expansion
of A, Thus if—having prepared the system each
time in the same way—we repeatedly measure
the observable A4, the expectation value of A
over a large number of similar trials is Trace
(MA).

(II) Symmetries. A symmetry is a mapping
of the set § of all density matrices onto § which

(a} preserves probabilities,

(b} is evolution-independent,

(c) leaves mass, spin, and valence index in-

variant,
A symmetry may or may not aiso be an observ-
able.

(IIa} Just as in the case of compiex numbers
in the complex plane, each of the operators in
state space may be viewed in an active role as
operating on other objects or in a passive role as
one of the objects being operated on. A particu-
lar kind of operation on an operator 4 by an-
other operator G is called “transformation of 4
by G" or a similarity mapping of 4 by G:
GAG™', (This gives the operator in the G-
transformed state space which ¢orresponds to 4
in the original space, i.e., it accomplishes the
corresponding operation upon corresponding
states.) If under transformation by G, 4 goes
into itself: GAG™! = 4, then 4 is said to be in-
varignt under G more generally, if for -each
member of a set {4;}, GA(G™1 gives 2 member
Ai' = A; of the set, Aj and all its partners in {4;}
are said to be covgrignt under G. If the entire
set @ of all observables is transformed onto it-
self by &, then we say G performs a similarity
mapping of @ .

Condition (Ila) says that a symmetry is a
probability-conserving similarity mapping of §.
Probabilities are given by the coefficients in the
“convex” (i.e., with real positive coefficients)
linear combinations into which density matrices
can be decomposed according to the spectral
theorem, Thus the preservation of probabilities
is equivalent to the preservation of convex linear
combinations or projectors. There are two kinds
of operators which, acting as transforming oper-
ators, preserve convex linear combinations of
projectors.

1. A unitary operator U is linear

Ulag + BY) = aUp + pUY

and isometric, meaning there is equality in abso-
lute value of both sides of

(U, Uy = (8, ¥).

2. Anaentiunitary operator © differs only in that
it is antilinear isometric, i.e.,

B(ag + B = aB¢ + [OY; (B9, OF) = (&, ¥).
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The second condition implies that the antiuni-
tary transform of an operator 4 is given by

A'= (@71 48)*, and therefore (4BY = B'4’,

or there is a reversal of order of operator prod-
ucts if © is antiunitary,
It is clear that the transformation 84871,

where is a unitary or antiunitary operator,
preserves convex linear combinations of observ-
ables, When we limit A to the subalgebra
§ of all density matrices in &, the converse is
also true. By the general Wigner-Kadison theo-
rem (Wigner, 1931-1959; Bargmann, 1964;
Kadison, 1951) every convex combination-pre-
serving one-tc-one map of & on § is either
unitary or antiunitary. Moreover this mapping
operator is unigque up to a phase factor. {Wig-
ner’'s formulation of the theorem was in terms
of preservation of absolute scalar products of
states rather than of convex linear combina-
tions of density matrices).

We should qualify that, in the presence of
superselectables, the symmetry mapping may be
from a subalgebra &, of density matrices onto
some other coherent subalgebra §, isomorphic
with &,, but labeled by different values for the
superselective observables. This is the case when
the symmetry operator @' is not a member of
the observabie algebra. If, in addition, ®' is
finear, we can draw an important conctusicn,
As we have already emphasized, in this case—
because the algebra of observables is a von
Neumann algebra—the linear nonobservable
symmetry operator © cannot commute with all
superselective charges. As the notation has al-
ready indicated CP = @' is such an operator; un-
like @=CPT, © is linear— 7 is linear and C (see
end of article}, as dictated for instance by quan-
tum electrodynamics, is linear. Also, unlike % or
C separately, ©' is g symmetry operator in all
cases, with the apparent exception of the neutral
kaon decays. Further, except in the small sub-
space of totally neutrzl particle states, @' is not
a member of the observabie afgebra: There is no
preparation or measurement procedure, or com-
bination of such procedures, corresponding to
turning particles into antiparticles. Thus, over-
looking for the moment the difficulty with the
neutral kaon decays, ®' is the natural candidate
for a nonobservable linear symmetry operator
representing particle conjugation, which cannot
commute with all the superselective charges.
That ® must actually anticommute with the
superselective charges, e.g., leiting £ be the
relevant charge:

' =-00'

follows from the fact that all probabilities, in-
cluding the square of the expected value of the
charge, must be preserved. That this happens
simuitaneously with all superselective charges
(principle of “unique superselective conjuga-
tion”’) becomes evident when we recognize the
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empirical fact that there exist particle types for
each case of only one charge differing from
zero—all other charges having zero values:

B Q Ly Le Ly
barvon,
otherwise nentral: A® 100 0 0
glectrically charged hadron,
otherwise neutral: #* 01 0 0 0
mu-lepton,
otherwise neutral: v, 001 0 OC
e-lepton,
otherwise neutral: Ve 000 1 0
tau-lepton,
otherwise neutral: vy 00 Q0 0 1

Considering each of these systems in turn, we
draw the conclusion that each of the superselec-
tive charges, when occurring singly, anticom-
mutes with the symmetry operator @', so that,
for consistency, when several occur together
with nonzero values, they must all reverse to-
gether, Anexampleis the proton p (B=1,0=1)
which, under conjugation of the decay A =

p*t + 77 has lo give the unique antiparticle p
(B=-1,0=-1).

We note that to be able to draw the conclusicn
that a superselective charge is reversed by a non-
observable symmetry—“‘conjugation”~—it was
necessary for that superselective charge to occur
with an eigenvalue unequal to zero, while alf
others have zero eigenvalues (this is what we
mean by “‘otherwise neutrai”), The argument
will, however, not go through if we have not es-
tablished the conjugation invariance of that one
remaining superselective observable, which is not
a charge, i.¢e., the valence (- 1)2% for (- 12} for
the massless case]. This conjugation invariance
is assured, however, because the valence must
always be +1 or -1 depending upon the integer
or half-odd integer value of the spin; but, by
condition (c), a symmeiry leaves the spin and
therefore the valence index invariant,

It is striking that the only violations of @'
which prevent it from being taken as a universal
conjugation under which interactions are invari-
ant are in the neutral kaon decays. The neutral
kaon case is precisely the one in which there
exists no superselective charge which by its re-
versal defines the difference between particle
and antiparticle, Only the approximately con-
served “‘strangeness” or ‘‘hypercharge” (see fol-
lowing) is available as a possible charge to dis-
criminate between X and K.

{IIb) We note with emphasis the importance
of condition (1lb). Though every unitary or
antiunitary operator preserves probabilities, it is
not necessarily a symmeiry. The requirement of
evolution independence is what brings the enor-
mous number of unitary and antiunitary opera-
tors in # down to the physically significant sub-
set of symmetry operators. Evolution indepen-
dence may be described as a ““generalized time
independence.” The evolution matrix—known as
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the “S-operator” or “S-matrix”—is an operator
which takes any one of a set of initial asymp-
totic states to any one of a set of final asymp-
totic states, where the states are characterized
by the values of certain observables and where
“initial” and *‘final” refer to appropriate bound-
ary conditions. The initial and final set can be
the same and be a complete set spanning the
entire state space. (In the case of the “collision
states” appropriate to scattering problems, this
condition is known as esymptotic completeness,
and it goes with unitarity, $* = §7, of the §-
matrix}. The evolution matrix is a replacement
of a “moment-to-moment™ time-displacement
operator by an overall or global “before-and-
after” operator. The need for such a replace-
ment is evident when we reflect on the fact that
the passage of “time” is relative to the observer,
according to the special relativity principle
which governs nature—at least locally. In funda-
mental processes, only the before-and-after rela-
tions described by the $-matrix have an observer-
invariant significance, and the formal expression
of the property of evolution independence,
which every symmetry ¢ must satisfy may be
stated: When the symmeiry is performed first
and followed by evolution, it gives the same re-
sult as when evolution is performed first gnd
then the symmetry.

For a unitary symmetry 7 this condition
takes the form

SU=Us

which may be read either way as: SUS™! = U,
“the evolution matrix leaves every unitary sym-
metry invariant™; or USU™! = §, “every unitary
symmetry leaves the evolution matrix invariant.”

For an antiunitary symmetry ©, because initial
and final states are interchanged under the action
of O, the evolution-independence condition has
to be stated as

S =05+

where $*, the adjoint of S, takes final to initial
states; this equation is easily checked by letting
the right and left hand sides operate respectively
on a final state f. The results of the sequence of
operations on the right and left can be symbol-
ized as follows {primes indicate ®-transformed
states and f indicates the result of S operating
oni):

(e i eN=(«iief).
The relation for § and @ may then be rewritten
S*=07150

and, referring back to the expression given earlier
for the antiunitary transform of an operator, we
see that, even though it is not a simple similarity
invariance, this relation can be expressed by a
statement parallel to that for the unitary case:
“gvery antiunitary symmetry leaves the evolu-
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tion matrix invariant.” It is clear that for find-
ing the S-matrix, which is central in elucidating
fundamental processes, the knowledge of its
symimetries is invaluable,

The symmetries of any system form one or
more groups. In general there are discrete groups
of symmetries (e.g., the permutations of identi-
cal particles in a multiparticle system), and con-
tinuous groups of symmetries. In the latter case
the generators are of particular importance. Let
G be any symmetry operator differing infinites-
imally from the identity operator J. Then the
“business end” of this operator defines a gener-
ator §: G =1 +¢€ 8. In this case the transforma-
tion by & of any operator A goes—to the first
order in e—into A plus the commutator [§, 4]
of § with A:

GAG™ =4 +¢[§, A] (§,41=86A4- 468,
The invariance of 4 under all members of a
gronp {G} requires then that the commutator
of A with all generators of {G} be zero. In par-
ticular the S-operator must commute with the
generators of any symmetry group.

The S-operator governing the evolution of
fundamental processes, is a particular though
important case. Ilts structure, as well as the def-
inition of particle types which undergo the fun-
damental processes, is elucidated by considering
the invariant and covariant bedfellows of the §
operator, Quite generally, in jts passive role as an
operand, any operator will be found to have
certain transformation or covariance properties
under all the generators of a given group of state
space transformations. This characteristic trans-
formation behavior, as well as the relation struc-
ture of operators with each other, plays a key
role in deciding whether an operator may be in-
terpreted as representing a physical quantity
having that transformation behavior. The gener-
ators themselves are usually merely covariants
of the group, but certain polynomials or func-
tions of them may be invariant; a function of
generators which i1s invariant—i.e., commutes
with all generators—is called a “Casimir opera-
tor™ or “Casimir invariant” of the group.

{lIc) This condition is roughly equivalent to
the one otherwise expressed by the statement
that a symmetry operation should leave the sub-
space of one-particle states invariant. We have
already seen its usefulness in our argument con-
cerning the invariance of the valence index un-
der conjugation.

(IIT) As we have already indicated, by the
“invariance-covariance’” aspect of the funda-
mental physical entities we mean that among
all possible observables there is a (heuristic)
division in two classes:

1. A subset which we call “invariant" or
“particle type-defining™;

II. all other observables which we call *¢co-
variant™ or “‘state-defining.”
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In our formulation both subsets will be char-
acterized by labels associated with symmetry
groups. The first set of abservables—used to
define fundamental particles—are certain ex-
ternal and internal Casimir invariants, so called
because they are associated with external and
internal symmetry groups governing the funda-
mental systems. In contrast the second set of
observables—used to characterize the sfares in
which fundamental particles are found—are
covarignts of these same external and intemal
symmetry groups. We shall see how this very
valuable distinction is nevertheless relative to
the degree of generality of the phenomena
being considered.

The externai symmetry group is the proper
spacetime symmetry group, i.e., the proup of
all rigid translations and rotations in spacetime
(Poincaré group). The covariants here are phys-
ical representatives of the four translation
generaters—the components of the energy-mo-
mentum P—and of the six rotation generators—

the spacespace and space-time components of

—

the angular momentum J ~ {ﬁ, M ). The two
prncipal Casimir invariants here define the
principal external properties of elementary
particles: Their magnitudes give the numerical
values of the first two of these properties, mass
m and spin 5. These numerical values label the
possible “symmetry types’’ or irreducible repre-
sentations (“reps”) of the proper spacetime
symmetry group.

We have discussed the general doubling in
Nature of particle types for which the conjuga-
tion-nvariant observables are identical, whereas
the values of all other type-defining observables
are exactly opposite for the two members of
the double; and we have introduced the map-
ping operator which acts on observables.
Formally, & *““acting on™ an observable means
transforming according to @( )@)-1. The super-
selective charges: B, @, L and %, and A are in-
cluded among the type-defining conjugation-
reversing observables, and give -B,-Q,- L, - &,
—A under this transformatien.

What about the behavior of state-characteriz-
ing observables under ©7 These also may be
sorted out once and for alil into two sets, con-
jugation-invariant and conjugation-reversing,
From now on we use the generic symbol Z to
represent all conjugation-invariant observables,
and the symbol R to represent all conjugation-
reversing observables, whether type or state,
Thus, 6 is an operator which maps the sub-
algebra of symmetry-related observables onto
itself according to

BrB1 =-R.

BxB1=%

Closely related to the existence of anti-
particles—almost but not quite as firmly es-
tablished empirically—is the further fundamen-
tal fact that not only may all types be arranged
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in matched particle-antiparticle pairs by @, but

also that & is represented in 3 by an anti-
unitary symmetry @. We call this the conjuga-
tion principle. That & should be represented
(“implemented™) by an operator ©, unitary or
antiunitary, in # is a purely mathematical
consequence of mapping onto itself the
subalgebra of density matrices {Wigner-Kadi-
son). The nontrivial physical point of the con-
jugation principle—a key point, commonly re-
ferred to as “‘the CPT Theoram”—is that © is
not just an operator but is a symmetry operator,
In other words the evolution operator S, and
the Poincaré invariants, mass spin, and valance
(and therefore the dynamics of ali fundamental
processes), are invariant under O, i.e., ©, which
we have defined as a mapping of symmetries
on symmetries, itself gives rise to an antiunitary
symmetry. More explicitly, the conjugation
princiéﬂe may be stated: The conjugation oper-
ator O is represented in state space H by (1}an
evolution-independent mapping © of states in }
onto other states in 3, such that: (2) transition
probabilities are preserved, with inifial staies
being mapped on final and final on initial; and
(3} mass, spin, and valence are preserved.

SO-85=0
(e r, ¥, R)— (O¥z R, OVz R)
=Yg -r ¥e,-r’) (D)
Om?-m2O=0 Os(s+1)-s(s+1)O=0 (3)

We emphasjze that the conjupate of the
original initial (final) state plays the role of the
final (initial} state in the conjugate process, of
which the rate is identical to that of the original
process. Again we shall discuss later how the
conjugation principle may be derived as a
theorem in the context of general theory.

V. Conjugation-Invariant and Conjugation-
Reversing Observables The mass squared is the
squared magnitude of the energy-momentum
four-vector {Table 3). The spin comes in as fol-
lows: In general there is defined a four-compo-
nent polarization operator Wg made up by the
outer product of the linear momentum operators
and the angular m(_))me_lgtum operators, (The time

component Wo = P - M isthe longitudinal polari-
zation.) There are two cases generally recognized
to be of physical interest, m? >0 and m? =10,
In the massive case, Wy yields as the measure of
its invariant magnitude the spin 5 according to
the formula W? = ms(s + 1).

By a pgeneral spin-statistics theorem of rela-
tivistic quantum theory, the spin of a one-
boson system is integral and of a one-fermion
system half-integral,

In the case of zero-mass particles, W splits
into two parts, each consisting of a pair of
components. The pair of components perpen-
dicular to the momentum define, by the sum of

(N
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their sguares, the “‘continuous spin™ invariant
#? where r is a real nonnegative number. The
remaining components, longitudinal and time-
like, are equal in this case, and they yield
another invariant, the projective index =0 or
4 or valence index +1 or - 1, which specifies the
integral or half-integral character of the forward
angular momentum {i.e., the projection along
the direction of motion). For r > 0 this forward
angular momentum takes on an infinite dis-
crete ladder of values, while for r=0 the
ladder breaks up into its individual segments
(the representation matrix reduces to the di-
rect sum of its diagonal entiries). In these r =0
cases the forward angular momentum—now an
invariant—takes on a unique integral or half-
integral value, the helicity, A, and the valence
index ceases to be an independent invariant—
just as it happens in the massive case. All these
relations and cases are summarized in Table 2.
In nature only cases where the continuous in-
variant r is equal to zero seem to occur, As we
have indicated, the two sets—particle-defining
observables and state-defining observables—are
associated respectively with two sets of labels of
mathematical groups—groups which describe the
symmetries of natural systems. We have dis-

cussed one of these sets: Each fundamental
entity belongs (in its mathematical description)
to an irreducible representation-*"‘rep”’ —~of the
symmetry groups governing all physical systems,
and the type-characterizing observables are as-
sociated with the Casimir operators whose
eigenvalues are the labels specifying the rep.
What are the other labels with which the state-
characterizing properties are associated? They
are the labels for the rows of the reps and do
not have the same invariant significance as the
rep labels since various basis systems of states
may be chosen io span the vector space con-
stituted by each rep. The type-observables have
relatively stable values, defining the identity of
the particle, so that it may be recognized as the
same at the end as at the beginning of a process;
whereas the state observables are more labile,
having values which can vary between the be-
ginning and end of the many processes in which
the identity—e.g., m and s—of the particle is
unaltered. For example, a rep of the Poincaré
group comprises a vector space of states, the
vector space consisting, <.g., of states of all
momenta and longitudinal polarizations asso-
ciated with a particle of given mass and spin.
Alternatively, a basis of anpular momentum

TABLE 3. GENEALOGY OF THE EXTERNAL-PROPERTY INVARIANTS
MASS m AND SPIN 5 OR HELICITY A

Energy-Momentum

Total Angular Momentum

Polarization Vector

Four Components of a
Spacetime Four-vector

Py, Py, Py, Py

Three Space-space Compo-
nents of a Spacetime
Six-vector

Jra =M J3 =MpJp =My
and Three Spacetime
Components

Jig= WSy = Ny Sap= %a

Four Components of a
Spacetime Four-vector
{Axial)

Wo = P1Jaz + Pady) + Pady2
Wy =PoJay + Polzg + Palgy
Wo =Pol3 +P3Jio + Prlo
Wy =PyS1a +PyJy0 + Prtoy

3

Pi- T Pi=m?
k=1

P0=m

P1:0

P2=0

P3=0

Timelike Energy
Momenium.
Standard form
taken when state
is limited to the
subspace of
states in which
the center of
mass is at rest.

M'z:

M[‘:S[

M3=S3

3
Zwi-wl=mlsz+1)
k=1

W()‘O

Wl =mSI

w'z =mS:

W3=m83

Lightiike Energy
Momentum.
Standard form
taken when state P =0
space is limited
to the subspace
of states in
which the mo-
mentum is in the
Xxq direction.

S wl-wi=,?
k=1

Wo = W3 = pHj
Wy =pT

Wy =pT,

Ml —Ig =T]

Mz+W; =T

M3 =iy
Incaser=0
Wo=aP,
A=M-PhpP
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might be chosen. The state-characterizing ob-
servables include then energy-momentum f
and angular momentum J, or W, depending on
the basis chosen.

We have in the Poincaré group an example of
now the wvery wvaluable distinction between
particle-defining labels and state-defining labels
is relative to the degree of gencrality of the ob-
servations. Suppose that we limit the allowed
changes of observation systems (or “‘frames of
reference”) to space rotations, so that the ex-
ternal symmetry group reduces to the rotation
subgroup of the Poincaré group,. Then the fourth
component—the energy Py —of P, which in the
full group is mercly a covariant, becomes an
invariant, Py = (P? + m?)V2, corresponding to
the Casimir operator P? of the space rotation
group, This example illustrates the general
proposition that as the scope of observation is
increased, it becomes more and more natural to
view different particles merely as different states
associated with one supersystem.

We turn now to the internal properties of
particles, As already remarked, Fermionic had-
rons are called haryoms, bosonic hadrons are
called mesons; nature permits us to define
baric charge B equal to *1 for the former and
0 for the latter in such a way that the total
baric charge is conserved in all processes. For
some unknown reason haric charge is related to
spin or statistics,

So far only fermionic leptons of two types—
electron or e-type and muon or mu-type—are
known, but the existence of bosonic leptons
involved in weak interactions has been con-
jectured. Again, in accord with exact conserva-
tion in all processes, nature permits us to de-
fine: (1) electron leptic charge X, equal to £1 for
electrons and e-neutrinos, and 0 for muons and
mu-neutrinos; (2} mu leptic charge L, equal to
*] for muons and mu-neutrinos, and 0 for
electrons and e-neutrinos. (The universality of
the muon- and electron-leptic charge labeling—
based on the phenomena observed in weak
interactions—is not quite certain.)

Intermediate between hadronic and weak
interactions in strength is the electromagnetic
interaction. Here nature permits the definition
of a conserved electric charge @ equal to 1 and
0 for various particles, hadronic and leptonic,
as the case may be,

Another way to regard the existence of
these internal charges, in which the aspect of
conservation is derivative rather than primary,
is in terms of symmetries. In this way too we
are led to four independent universally ob-
servable internal properties; baric, electric,
muon- and electron-leptic charge 8, O, L, and
2, defined by symmetries associated with the be-
havior of particles under the three fundamental
quantum-relevant interactions: strong, electro-
magnetic, weak. Each of the types of charge may
be associated with an SU; (“special”—i.e.. uni-
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modular—“unitary™ group on one object), i.e.,
groups of evolution-independent transforma-
tions having the form eiB¢, eiQ®, eil ¢ eild
respectively (@ is an arbitrary parameter ranging
over all elements of each group). In these cases
B, @, L, and R are the sole generators—indeed
Casimir operators of their respective SU, groups.

With the specification that they are genera-
tors of symmetries—ie., evolution-indepen-
dent—it comes about that, as in the case of
energy-momentum and angular momentum, the
sum total wvalue of each of the internal
charges is conserved in any process. In the case
of mass and spin of a composite system, the
addition is vectorial rather than simply algebraic,
and in the case of mass, there may also be a
contribution due to internal energy changes.
In contrast, the charges have values which are
simply additive in a composite system. As al-
ready mentioned, the sign reversal of the values
of the charges for antiparticles is essential to
maintaining the conservation laws in the pro-
cesses of pair creqtion and pair annihilation in
which antiparticles are observed appearing and
disappearing with their conjugate particles, Only
those particles for which the values of all
charges are zero, e.g., the photon v, the neutral
pion 7%, and the %, p, w, and ¢ mesons are
identical with their antiparticles; these are
called “seif-conjugate particles.” Any number of
these may occur together with pair creation or
annihilation. Examples are

e"+et =2y e +et- 3y
depending upon whether the spins of the
electrons are antiparallel or parallel,

As indicated earlier there is an external prop-
erty or type observable, the parity operator
associated with invariance of non-weak evolu-
tion processes with respect to the discrete oper-
ation of space inversion (reflection). When one
extends the proper Poincaré group to include
space inversion, the symmetry types and the
corresponding states double, Naively one says
that #2 = 1, and that the parity of a one-par-
ticle state or one-antiparticle state is +1 or -1
according as the state function is preserved or
reversed in sign when the space coordinates
upon which the state function depends are all
reversed. (Properly speaking the term *‘parity”
as used here means “the eigenvalue of the par-
ity operator when applied to the state,” and
the state must therefore be an eigenstate of #)
Actually the result of a double inversion can be
asserted to equal the identity only up to a
phase factor—a complex number of modulus
1, namely 72 = exp (i20g}, where ¢g is some ar-
bitrary phase angle which may be different for
the states associated with each superselective
family—i.e., for each set of particle types with
given values of the charges, electric, baric, mu-
leptic, electron-leptic, and hypercharge ¥ (see
later discussion): {Q B, L, &, ¥1= {Rg} Exam-
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ples of such families are (1) the self-conjugate
or totally neutral (@ =8 =L =2 =0) “non-
strange” (¥ = () mesons; (2) all the nonstrange
mesons of positive electric charge; etc. With
P? = exp (i2az) the two possibilities for the ef-
fect of # are multiplication by exp (ig) and
-exp (iag ). Within any given family, by renor-
malizing, § = exp (itg) P, one can reduce to the
two alternatives +1 and - 1. See PARITY.

More explicitly, we describe the situation as
follows. Within any superselective sector, ie., a
superselectively separated subspace of state
space, we assume the “principle of maximum
coherence” to hold: any two physical states ¢
and [ can cohere into ¢ single physical state,
with the relative phase angle of W with respect
to ¢ in the coherent superposition ¢ +\ unam-
biguously determined. Observationally the
phase angle § appears in the interference term
2| ¢, ¥} | cos § in the scalar product

@+ ¢, 0+y) =(d,0)+ (¥ V)
+21(8, ¥) 1 cosb.

If, under reflection, ¢ and W behave the same
(¢ + ¢ 2> ¢ + ) the interference term remains
unchanged, and we say the relative parity of ¢
and ¥ is +1; if they behave oppositely (¢+¢ =
¢ - ¢ = 8-+ m the interference term
changes sign, and ¢ and ¥ are said to be of rel-
ative parity - 1. Relative parity, being a special
case of relative phase factor, has the transitivity
property, i.e.,

P(A with respect to B) X ${(B with respect to C)
= $(4 with respect to C),

In the coherent superposition case where
has relative parity - 1 with respect to ¢, ¢+ is
not a parity eigenstate though it is a physical
state. For simplicity and brevity we shall refer
to all physical states with definite charges and
Poincaré group indices, which are also parity
eigenstates, simply as particles, even though
from some points of view they are composite:
n-particle states, particle-antiparticle states, ete.

The vacuum state (i.e., with no particles pres-
ent) has the same values, {R} = 0, for the
superselective charges as the totally neutral par-
ticles., Thus the relative parity of any totally
neutral particle with respect to the convention-
ally chosen parity of the vacuum, = +1, is
empirically determined. This is called the intrin-
sic parity of the particle.  Because of the extra-
ordinary empirical fact that the set of all fer-
mions is coextensive with that of all leptons or
baryons, as exhibited by the equivalence: half
integral spin = either B or L or £ # 0, the totally
neutral particles occur only among the bosons
and only for these is the intringsic parity unam-
biguously determined. Another way of obtain-
ing the same result follows from the fermion
side of the above empirical equivalence. The
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reason why a boson can have an unambiguous
parity (relative to the conventionally chosen
parity of the vacuum, ¥ = +1) is that the con-
tinuous function describing it obegs the “Co-
lumbus principle,” i.e., that a 360° movement
of the observing apparatus around an axis re-
stores the original description. Because the de-
scription of a one-fermion system does not
obey this principle, the intrinsic parity of a one-
fermion system is not uniquely defined,

A fermion intrinsic parity is, however, often
assigned conventionally, as for the nucleon fam-
ily where it is taken to be +1. More generally, as
a consequence of the isospin and S¥3 groupings
of particle types with respect to hadronic inter-
actions (see later discussion), it is natural to
aszsign those in the $¥7; multiplet the same in-
trinsic parity. It is important to emphasize how-
ever that the choice of relative parity between
two superselectively separated particle types
{e.g., neutron and proton)} is only conventional.
This is because any two physical states ¢ and
lying in different superselective sectors can not
cohere into a physical state, and the behavior of
the relative sign of ¢ with respect to { undera
space inversion cannot be deduced since there is
no interference to be observed, It is true how-
ever that within each superselective sector a
choice, albeit conventional, of the intrinsic par-
ity of one particle, 4, determines that of any
other particle, B, according to the rule derivable
from the transitivity property

(Intrinsic Parity)g
= (Relative Parity)g 4 (Intrinsic Parity)4

By its nature as a phase factor—the eigenvalue
of a discrete symmetry operation rather than of
a generator of a continuous symmetry opera-
tion—the parity of a composite system (product
state) is the product of the parities of the parts.
Thus given the parities of the parts the parity of
the composite is determined, but there are cases
where the converse is not true: other than in
totally neutral cases, particle states are pre-
vented from combining into states (coherent
superpositions} with the antiparticle states by
the different values—of one or more superselec-
tive charges. This has the consequence that the
intrinsic parity of the antiparticle with respect to
that of the particle is not defined. In the case of
a system made up of a particle and its own anti-
particle {which is therefore always equivalent
to a totally neutral boson and consequently in
the same superselective sector as the vacuum)
the intrinsic parity of the pair is however de-
fined. In the case where the pair consists of a
boson and its antiboson the intrinsic parity of
the system is +1. (If the boson itself is totally
neutral then of course it and the antiboson
must have the same parity, either +1 or - 1; but
if it is not totally neutral it can be assigned
? = eix, and then the antiboson must be as-
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signed 9 = e~ & can be arbitrary, e.g., = n/2
so that boson and antiboson could be assigned
opposite parity.) The intrinsic parity of a given
fermion-antifermion pair (constituting, there-
fore, a one-boson system) is, however, always
- 1. (If the conventional assignment of #=+1is
made for the nucleon, then ? = -1 for the anti-
nucleon; but if = ¢i® for the nuclecn, then
P = ei(7-9) for the antinucleon—and ¢ can be
arbitrary, e.g., ¢ = 7/2 so that both nucleon and
antinucleon have the same parity, I.

The general result that = +1 for a boson
particle-antiparticle pair and ¥ = -1 for a fer-
mion particle-antiparticle pair is derivable the-
oretically by applying the assumption of ana-
lyticity, in the sense of complex function
theory, to the description of scattering pro-
cesses. This is done in the manner indicated
later, in connection with the derivation of the
antiparticle existence theorem, by analytic con-
tinuation of the scattering amplitude for the
process

atb—ra+tce
to a region where it corresponds to the process

b>a+ta+tc.

It is confirmed observationally by selection
rules which hold in various pair annihilation
processes.

We also have some observables associated with
approximate internal symmetries in processes in
which only the strong interactions are impor-
tant: The hypercharge ¥, isospin [, and iso-
parity G are observables characterizing certain
isomultiplets of nearly coincident mass but
differing electric charge into which the mesons
or baryons group. These isomultiplets are of the
internal symmetry group SU,. The members of
each isomultiplet have the same baric charge
and differ by consecutive values of the electric
charge (. The hypercharge Y is the sum of the
lowest and the highest electric charges in the
isomultiplet. The isospin magnitude I is a
number which measures the multiplicity of the
isomultiplet as 27+ 1. The full significance of
Y comes in a further grouping of these SU/,
isomultiplets into hypermultiplets belonging to
the higher symmetry group SU3 which has been
found very successful. The isomultiplets within
each hypermultiplet still have the same baric
charge B but differ by consecutive values of the
hypercharge Y. Further suggested higher internal
symmetries have been found partially successful.

In the hadronically relevant isomultiplets
{associated with an SU; group) the generator I
is an observable which is conjugation-reversing.
The hypercharge ¥ which, under purely ha-
dronic interactions, is a generator of an SU,
symmetry group, is again a conjugation-revessing
observable, i.e., behaves like a “charge.”
Both of these results are confirmed as fol-
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lows. There are three generators Iy, f1, I3
for the isospin group S¥/;. This group has
identically the same Lie algebra—and therefore
the same theory—as spatial angular momentum.
By convention the observable component—rep-
resented by a diagonal matrix—is taken to be /5.
The ladder of diagonal elements has of course
the three properties found with angular mo-
mentum: (1) It is equal-runged; (2) it is sym-
metrical about zero—thereby specifying integral
or half-integral units of isospin as eigenvalues;
(3) it is finite, i.e., begins with (J3)mm = -7 and
ends with (f3)max =/. The operational signifi-
cance of the observability of 75, i.e.,

I3 =0 + const

plus the definition of ¥ as Qmax + Omin, then
leads to the Gell-Mann-Nishijima relation

O=1I+Y/2.

Clearly, along with ¢, Iy and ¥ are conjugation-
Teversing.

The invariant isospin [ of an isomultiplet is,
like spin s to which it is analogous, conjugation-
invariant, Under appropriate conditions there is
also an isoparity G which, like space parity 9,
is conjugation-invariant. G is defined unambig-
ucusly only for hadrenically interacting sys-
tems for which B=Y =0 (and of course L =
€=10), i.e., for hadronic systems which, “neu-
tral” in every other respect, need not be elec-
trically neutral. All such systems can be
connected directly or through a sequence of
intermediate systems to a basic number of
pions; the latier are stable against hadronic
decays. The isoparity G equals +]1 or -] ac
cording to whether the basic number of pions is
even or odd. Individual pions then have odd
isoparity and, as its name and the rule indicate,
isoparity is multiplicative for a composite sys-
tem. Among mesons, (¢ can be defined only for
the ¥ = 0 “nonstrange” isomultiplets for which
[ is integer because C'max =-Cmin =1 cannot
be half-integral insofar as has been established
for any actual particle. (In practice such iso-
multiplets are either isosinglets or isotriplets
since in none of the well established meson sys-
tems does / exceed 1.) There are 17 such ha-
dronically unstable mesons for which G is very
well known; in every case it is found to be con-
served in the purely hadronic decays of these
particles. {Review of Particle Properties, April
1973). G is violated in other interactions as, for
instance, in the decay of the hadronically
stable lightest # meson (550 Mev) into three
pions by virtual electromagnetic interactions.

In the generalization to §U;, with the group-
ing of isomultiplets to hypermultiplets, B re-
mains an invariant while ¥ which was {a non-
Casimir operator) invariant for §U; becomes a
(covariant) generator. The electric charge
which was originally the unique generator—and
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therefore, trivially, the Casimir invariant—of an
SU, group, and became a displaced generator of
the isospin §U/, group through the Gell-Mann-
Nishijima relation, becomes a regular generator
in the SU; group.

To sum up then, the set of type-defining ob-
servables includes (in the massive case)} mass m,
spin &, parity 9 (with certain qualifications in
fermion systems), and also electric, baric, muon-
and electron-leptic charges (¢, B, L, #) and
(with certain gualifications} hypercharge Y,
isospin I, isoparity G, and SU; rep labels p and
g. In the massless cases occurring in nature the
type-characterizing observables comprise be-
sides helicity A, parity ¥, isoparity G, and muon-
and electron-leptic charges L and £ (the latter
three with qualifications). The values taken by
these observables classify all existing entities
into particle types.

V1. Derivation of Antiparticle Existence and
Conjugation Principles from Relativistic General
Quantum Theory; Other Resutis We turn now
to a discussion of proposed theoretical deriva-
tions of the antiparticle principle and the
conjugation principle from very general theory
with a minimum of supplementary features.

Successful theories in physics are often built
in stages: (1} a general theory with room for
further structure (thermodynamics, Maxwell's
E-M theory without constitutive relations, etc.);
(2) more particular theories filling out the struc-
ture. The primary general theory of elementary
particles and antiparticles is relativistic general
quantum theory, and the two more particular
theories which fill out, in alternative ways, what
is to a large extent the same structure are: (1)
general quantum field theory and (2) its some-
what stripped-down version known as S-matrix
theory. {In taking these theories to be adequate
we are trusting that the problems of making
them applicable universally, i.e., also to infinite
range interactions—zero mass quanta—as in
electrodynamics, can be resolved by appro-
priate procedures or reformulations, e.g., alge-
braic gquantum theory. It is to be noted that
difficulties associated with the possible occur-
rence of zero mass particles are common to both
the S-matrix theory and the field theory.)

The formal ingredients of relativistic general
quantumn theory, which is the common basis of
the two more particular theories, are:

(I) Relativistic elements expressing: (A) con-
tinuous spacetime symmetry or invarignece of
natural processes under the Poincaré (inhomoge-
neous Lorentz) group of translations, rotations,
and uniform velocity shifts; (B} operational pos-
sibility of distinguishing before and after in
natural processes (distinction between forward
and backward light cones). (C) More specific
than any of the preceding postulated elements
is the assumption that no zerc mass particles
Qccur.

(1) Quantum mechanical elements expressing:
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(A) the merely statistical determination in
nature; (B) the disturbance by the act of ob-
servation of physical systems-which is related
to mere statistical defermination; {(C) within the
context of mere statistical determination, the
catsal independence of well separated experi-
ments;, (D) analyticity of the collision or S-
matrix elements in its arguments,

(IlII} A somewhat more specific quantum
mechanical assumption than the above refers to
the operational impossibility of counting, as
distinct, particles of the same kind,

(I) We have already discussed in some detail
the manner in which the existence of space-
time symmetry allows us to define particle
types and states.

(IIA) This general quantum mechanical prin-
ciple takes the form of assurning the existence
of a Hilbert space of asymptotically free I-
particle momentum eigenstates, A scalar prod-
uct of these states with themselves and with
each other is defined. The cne-particle states may
be added, When added they obey the super-
position principle: Any linear combination
{except for certain superselection restrictions)
is itself a state, Conversely any given first state
may be considered as a linear combination of a
complete set of states built up beginning with
any other second state, The probability of
finding the second state immediately after
establishing the first state is given by the
sguare of the probability amplitude which is it-
self given by the scalar product of the second
state with the first.

(IIB) Takes the form of recognizing that
arbitrarily chosen observables are not necessarily
compatiblie with each other. A complete set of
compatible observables (C.85.C.0.) is any set
needed to define the states uniquely, and the
individual state is labeled by the set of values
which the C.8.C.0O. takes on for it, The states
are represented as rays in a Hilbert space, the
observables as linear operators. Compatibility
(noncompatibility) of two observables is rep-
resented by commutativity (noncommutativity)
of the corresponding two operators. In many
instances two such operators anticommute, and
this is how quantum theory describes the re-
versals of sign of certain properties under O as
indicated above. Thus we have

GR+00=0 or QO =-Q
B8 + BO =0 or @BO"1 =-J etc.

where the similarity transformation on the left
of the second equation on each line represents
the effect of conjugation on the corresponding
¢harge operator.

{11C) Besides the scalar product and the addi-
tion of one-particle states, one may also con-
sider taking ordered outer products of one-
particle states with the objective of representing
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multiparticle states. This is straightforward in
the quantum field theory. In a somewhat old-
fashioned but picturesque manner the quantum
field may be described as a linear superposition
of creation and annihilation operators. The field
with its constituent operators and associated
excitation states may be described as some-
what analogous to an idealized piano con-
structed with an infinitude of key-hammers
(creation operators) and individual pedals (de-
struction operators) associated with each possi-
ble tone {excitation state); this tone can be ex-
cited to various degrees {corresponding to the
number of particles in that state). All nonempty
states are produced by the creation operators,
acting on the vgcuum state, the latter cor-
responds to the totally quiescent piano. In this
formalism, in the simple case of noninteraction
the basic states are n-particle siates, n having alt
possible values. A specific n-particle state
lny,ny, - > =|p > is characterized by the set

of occupation numbers ny, ny,, - -(n; +thy +
-++-=n) specifying the numbers of particles
having quantum numbers ¢, g5, " - * . The state
I3, 0, -+ > = lvac>> is called the vacuum state,
and assumption (IC) excluding zero mass par-
ticles implies that there is a mass-gap above the
vacuum state.

In the quantum field theory the assumption
that corresponds to causal independence of well
separated regions is that of locality, i.e., that
field operators at spacelike-separated points
commute. This, together with the assumption
{1C) that zero mass particles do not occur, suf-
fices to derive the existence and uniqueness of
the set of stationary collision states in which
arbitrary numbers of beams of stable particles
collide and produce final stable particles as in-
teraction products. These collision states define
a unique evolution-governing collision matrix
(S-matrix) whose matrix elements are the prob-
ability amplitudes for fransitions between the
asymptotic initial and final states at # =-%° and
t = 400 (assumption {IB) tells us that we can
distinguish between these “in” and ‘“out”
states). The collision matrix has the “cluster
decomposition™ or “connectedness” property;
i.e., when particles interact the interaction
{amplitnde) is a sum of subinteractions {(sub-
amplitudes) by clusters, of particles two at
a time, three at a time, etc., each cluster ac-
companied by a remaining set of noninteracting
particles. The contribution to the S-matrix sub-
amplitude for each noninteracting particle
involves a Dirac §-function expressing the con-
stancy of momentum and energy of that
particle, whereas the inferacting clusters con-
tribute combinations of amplitudes which are
non-6-functicns with momentum-energy vari-
ables as arguments.

In the S-matrix approach, which seeks to cir-
cumvent the assumption of a local field, the
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existence of the S-matrix is postulated directly,
with the cluster decomposition property as that
one of its properties which expresses the causal
independence of well separated experiments.
This leads (Froissart and Taylor, 1967) to the
representation of multiparticle or collision
states by ordered outer products of one-
particle states, such that these are given by the
standard creation operator formalism of the
field theory.

If in addition one more assumption is made:
asymptotic completeness—that there are no ad-
ditional states besides those that are superposi-
tions of collision states—the quantum field
theory also derives the unitarity, S§* = §*8§ =1,
and certain analyticity properties of the colli-
sion matrix. The unitarity expresses the fact
that the total probability summed over all pro-
cesses is unity—the conservation of probability.
Unitarity and analyticity have to be assumed ad
hoc¢ in the S-matrix approach, as the price of
avoiding the locality assumption of the field
theory.

The dependent variables of which the §-
matrix etements are functions are prescribed by
the ‘*‘relativity” or “Lorentz-Poincaré invari-
ance” of the theory (IA). This requires that the
laws of nature be invariant under spacetime-
interval preserving transformations. Here it
means that any S-matrix element is a scalar un-
der these transformations, or that the amplitude
combinations corresponding to interacting clus-
ters are functions of spacetime-invariant vari-
abtes only, i.e., scalar products of the four-
momenta of the interacting particles (or their
sums and differences).

(IID} This assumption is that of analyticity of
the probability amplitudes as functions of the
invariant variables. As we have remarked, it is
derivable—in a complicated way-from locality
in the field theory, but it has to be introduced
ad hoc in the sparser short-circuiting S-matrix
approach. The assumption is sometimes called
“causality,” but it is probably more restrictive
mathematicalty than what is implied by the
causality concept.

(I11} leads to a condition on the sfafistics as-
sociated with a given particle tvpe. Identical
multiparticle stetes, 1.e., states containing two
or more particles of the same kind, occur in
nature only with symmetry or antisymmetry
{of the mathematical function describing the
muttiparticlte state) under interchange in any
pair. This symmetry difference gives a major
classification of all particle types; this is usualty
described as a classification according tc “‘sta-
tistics” or ‘‘social behavior,” since those with
interchange symmetry—called bosons—tend to
aggregate in the same momentum state, whereas
those with antisymmetry—called fermions—
tend to exclude each other from the same state.

From these general ingredients, either in the
fietd theory version {Streater and Wightman,
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1964; Jost, 1965), or in the stripped-down S-
matrix version subject to a subtle proviso con-
cerning analytic continuations (Olive, 1964; Lu
and Olive, 1966, Froissart and Taylor, 1967),
one can derive a number of remarkable general
results:

1, Hermitian analyticity. Hermitian conju-
gate amplitudes are associated with the same
analytic functions.

2. Existence of antiparticles. The argument
by traditional field theory is detailed later. The
argument as presented by the S-matrix protago-
nists is interesting and worth sketching. It de-
pends on matching singularity structures of dif-
ferent subamphtudes when the cluster-structure
is inserted in the unitarity relation 58%=1.
This leads, e.g., to a relation between the am-
plitude A44 for the complete cluster interaction

A+B+C+D>E+F+G+H

and the amplitudes 4,3, A3 for the sequential
interactions
A+B—oFE+F+S C+D+J>CG+H

The bubble diagrams and the equation below
express this relation

— (& F

'

c pe G
b A H

2
(@ - m*)AZa gy = A23A52.

Left and right sides of this equation are analytic
functions of their variables and one can con-
tinue the equatien analytically to a different
part of the physical region for A44. In the new
part of the physical region the continued pole
represents the two successive interactions

5 @) -
J

C G

¢ ® e

C+D>G+H+J A+B+J>E+F

The new particle J has the same mass as J but
opposite internal charges (since they obey a rule
of additivity). Thus the antiparticle principle is
proved and becomes the gntiparticle theorem
{provided the analytic continuation brings us
back to the “right side” of the physical region
singularity of d44*).

3. Crossing. Since, under analytic continua-
tion, residues also continue (provided there
exists a path of analytic continuation in the
complete amplitude joining the two points and

4

lying within the mass shell section—sufficient
condition) the argument also demonstrates the
property known as “crossing,” i.e., that the
amplitude for a process in which a given initial
particle disappears without issue is the same
function as for a process, otherwise identical,
except that the corresponding antiparticle ap-
pears without antecedent:

Ampl(A+- -+ N+J=>A"+- - +N)
~Ampl(Ad+  +N->J+A + - N,
4. CPT or Conjugation Theorem. In the §-

matrix approach to the CPT theorem, similar
considerations of residues of single particle
poles are used as in discussing the crossing
theorem. The proviso, made in all the §-matrix
arguments, concerning existence of “right
paths™ joining particle and antiparticle poles
are related to the two basic facts used in the
field theory proofs of the conjugation theorem:

a) vacuum expectation values of products of
field operators are boundary values of
analytic functions;

b) the spacetime inversion x> -x can be
connected with the identity transforma-
tion through complex Lorentz transfor-
mations.

With the help of these two facts one can prove
the existence of an antiunitary ©, acting on
fields, which has the properties of a symmetry.
For example, for a scalar field ®(x) the two
basic facts a) and b) lead to the identities (¢ is
the vacuum state}:

(Yo, B(x1) - - - Blxn) o)
= [Yo, P-x,) - Pl-x1)¢6])

for the vacuum expectation values of the prod-
ucts of field operators at any number of space-
time points xp, * . Because of the reversal
of order of operators these identities are
equivalent to the existence of an antiunitary &
satisfying

OB(x)O™1 = B(-x).

But then it follows that © maps stationary col-
lision in-states onto stationary out-states of the
corresponding antiparticles with the same mo-
menta and opposite spin projection.

Yinlpy " -

The symbol p; represents the momentum py and
spin of the jth particle of the colliding beams,
and p;' stands for the same momentum but
opposite spin projection for the antiparticle. As
an immediate consequence, we have the equation
between the S-matrix element for the particle
reaction py "' pg PL Pm and the S-matrix
element for the antiparticle reaction

px) = Voulp, e Pk'}»
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¥

P 2Pk
Woutlpy, "~ pm), ¥in(p1 -~ pic)]
=[OVout(pr " pm), @Yin(py =+ Pl
= [inlpy * om), Yourlpr « + pi)]

= [Youtlpr' -~ p&), Yin(p1' + -+ pm')]

5. Spin-statistics theorem. It is found in na-
ture, so far without any demonstrated excep-
tion, that bosons have integral spin and fermions
half-integral spin. This is the spin-statistics rela-
tion. It has been derived in field theory with
various degrees of generality. (See Streater and
Wightman, 1964, for a very general proof.) In
the S-matrix approach (Lu and Olive, 1966),
again provided certain plausible features are con-
tained in the singularity structure, the relation
between spin and statistics is established. It is
found that connectedness—together with Lo-
rentz invariance, unitarity, and analyticity—im-
plies that the connected parts for processes in-
volving particles with the wrong relation between
spin and statistics vanish, so that such particles
are unobservable.

Besides the behavior under © of the $-matrix
and the type- and state-characterizing observ-
ables, we may be interested in the behavior
under & of fields, and interactions between
fields, which are also operators in quantum field
theory. For all but the weak interactions, an ad-
ditional symmetry over and above the universal
© symmetry holds. This is what is traditionally
known as “‘charge conjugation” and denoted by
the symbel C. As we have already remarked, it
corresponds to ®PT where P is the (unitary)
space reflection operater, and T is the (anti-
unitary) time-inversion {more properly ““motion-
reversal’’) operator. Besides interchanging initial
with final states, T reverses the signs of the
three space-space components of J (the angular

momentum F)ff) and of the three space compo-

nents of linear momentum ?; P reverses the
signs of the latter and of the three spacetime

—
components of J, the centroidal moments X,
The net result of combining T' with @ then is to
undo the antiuvnitarity, restoring the original
order of before and after, and also to undo the
conjugations of all external state observables.
Thus ©PT = C isa kind of “internal conjugation
operator,”™

VII. Charge Conjugation in Lagrangian Quan-
tom Field Theory C-conjugation (“charge
conjugation’) plays an important role in the
history and elementary discussions of funda-
mental particles. We here review its traditional
treatment in the Lagrangian form of quantum
field theory—a theory which was originally
inspired by the analysis of oscillations and waves
in classical physics where fields are simply

ANTIPARTICLES

numerical functions of space and time. The
quantum version of the theory requires that
the fields be operators. Also, the theory, neces-
sarily a many-particle theory, is best described
at first for the noninteracting case when we can
take the basic states to be n-particle states,
characterized by the set of occupation numbers
ny, Ry, (ny +tny+ - =n) specifying the
numbers of particles having quantum numbers
41,41, 43, * * * corresponding to a complete set
of commuting observables (C.8.C.0.}: @4, O3,
Qa,- . The state [0, 0, 0, 0, -+ > with all
n; =0 is the vacuum state. As in any vector
space, there is also the zero vector 0. The single-
step destruction operator a4 for particles, and
creation operator bg* for antiparticles associated
with the ath quantum number are introduced
in the usual way (see FIELD THEORY ) such that
they satisfy the standard commutation (anti-
commutation) rules if the particles satisfy
Einstein-Bose (Fermi-Dirac) statistics. One then
introduces the field operator, which is a linear
expansion in the a4 and by * (all &), and which
formally satisfies certain field equations, the
latter usually being chosen on the basis of a
classical analogy or on the basis of relativistic
covariance and general agreement with experi-
ment. All of the consequences of interest then
follow from the definition of the field operator
and from that of the C-conjupation operator:

Cag*C! *—'-‘;'.'—c ba*
Cbac_l = 7_?c Ty

CaaC'l = T?cba
Cha*C™! =ncaa*

Here 7, is a phase constant (|n,] = 1) which
is nonmeasurable and can be chosen +1 by con-
vention. If particle and antiparticle are identical
then ba = 4o, and f¢ becomes measurable and
equal to *1, two physically distinct cases.

For a specific theory, particularly if it is given
in Lagrangian form in which case each of the
symmetry observables is defined by a symmetry
operation on the Lagrangian, these observables
can be written as bilinear functionals in the fietd
gperators.

Asanexample, we consider the case of a scalar
{spin zero) charged field ®(x) associated with a
mass mz, and satisfying the Klein-Gordon equa-
tion

(O+m?)B(x) =0
For the C.8.C.0. we choose the linear momen-

tum and the (not-independent) energy. Denoting
the destruction operator for the particle of mo-

mentum k and energy kg = Vi + m? by ax,
and the creation operator for the corresponding
antiparticle by bg*, the field operator is given by

1 d3k &
{[) = — — = ik
tx) 2(2m)% f ko (2rce™ + by we lkx)
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An explicit representation for C is
i -
C=exp [? Z (ax* - ne be*)ag - ﬂcbk)]
k

and for the total energy-momentum operator,
obtained for instance from the Lagrangian for
the Klein-Gordon equation above, we have

2k
Py = . kulax*ak + ba*br)
0

1t is now possible by direct calculation to estab-
lish whether Py (or any other observable) com-
mutes or anticommutes with €. In this way we
can derive for all the free physical fields which
have been considered applicable to nature, the
results stated earlier in this article concerning
preservation and reversal of signs of the funda-
mental quantum numbers.

It is possible in a similar way to examine the
validity of invariance under C-conjugation of the
interactions between fields. For instance, the
electromagnetic interaction between the elec-
tron-field current ju and the photon-field poten-
tial Ay is judy. The two results found for the
separate fields by the methods described in the
foregoing.

C,r'”C'l =~ju
then guarantee that
CiuAuC™! =judy

Similarly, C-invariance holds for the accepted
forms of strong interactions,

C-invariance does not hold for the V-A (polar
vector minus axial vector) four-fermion type of
weak interaction occurring, e.g., in f-radioactiv-
ity. As we have seen, however, for quite general
interactions with proper orthochronous space-
time symmetry, provided they are local, there is
aufomatically invariance under the combined
operation CPT = B (CPT theorem). “Proper or-
thochronous™ spacetime symmetry of the inter-
actions means that they are invariant under rota-
tions, translations in space and time, and shifis
to uniformly moving frames: “locality,” in prac-
tice, means that the interactions consist of a
linear combination of products of the fields and
finite-order derivatives of the fields. Equality of
mass and lifetime, antiequality of charge and
magnetic moment, and (with certain restrictions)
conjugacy of decay schemes for a particle and its
antiparticle all follow from CPT invariance alone.
And this rests only on proper spacetime sym-
metry, general principles of quantum theory,
and the locality requirement {or, in the §-matrix
rendition, the requirements of connectedness
and analyticity).

CALC™! =-Ay

M. A MELVIN
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account—on the basis of standard cosmology and the
SUs Gauge Unified Theory of quarks and leptons
{see GRAND UNIFIED THEORIES)}—for the:
a} matter content {107%*' baryons per photon),
b} matter-antimatter asymmetry (practically no
naturally occurring and antibaryons) in the universe.

Cross-references:  BOSE-EINSTEIN  STATISTICS
AND BOSONS; CONSERVATION LAWS AND SYM-
METRY; ELECTRON; ELEMENTARY PARTICLES;
FERMI-DIRAC STATISTICS AND FERMIONS;
FIELD THEORY: GRAND UNIFIED THEORIES;
PARITY:; POSITRON; QUANTUM THEORY:
RELATIVITY.

ARCHITECTURAL ACOQUSTICS

Although the practice of architectural acoustics
involves a wide variety of special problems and
technigues, the basic reasons for acoustical de-
sign are simply:

{2) to provide a satisfactory acoustical envi-
ronment, not too noisy and often not too quiet,
for people at work and relaxation;

{b) to provide good hearing conditions for
speech; and

(¢} to provide a pleasant acoustical environ-
ment for listening to music.

Designing for Satisfactory Acoustical Environ-
ment Each acoustical situation must be treated
as a system comprised of three parts; source,
transmission path, and listener. When the prop-
erties of the source are known, the transmission
path can be modified to attenuate the sound to
suit the listener’s needs,

Sources. Noise sources are specified in terms
of the total acoustical power radiated in each of
a number (generally between 8 and 25) of con-
tiguous frequency bands.'? A standard set of
ten bands is listed in Table 1.

Because of the wide range of sound powers
encountered in practice, it is customary to ex-
press them in a logarithmic form. Thus we speak

TABLE 1. STANDARD OCTAVE FREQUENCY
BANDS
Lower and Upper Geometric Mean
Frequency Limits Frequency of
of Each Band {Hz) Each Band (Hz)
22.1- 44.2 315
44.2- 88.5 63
88.5- 177 125
177 - 354 250
is4 - 707 500
0 - 1414 1,000
1,414 - 2828 2,000
2,828 - 5.655 4,000
5,655 -11,310 8,000
11,310 -22,620 16,000
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of the strength of a sound source in terms of
sound power level, W, in decibels, defined by
item 1 in Table 2.

We note that sound power W is expressed in
watts.

A listener does not experience the total sound
power from a source, since it radiates in all di-
rections, but rather the proportion that arrives
at his ear. Thus we speak of sound intensity, I,
as the sound power passing through a small area
at the point of observation. The units are watts
per square centimeter or per square meter. Sound
intensity level, Ly, in decibels, is defined by item
2 in Table 2.

Until recently there has been no commercially
available instrument for measuring sound inten-
gity, so it has usually been determined indirectly
from the mean-square sound pressure, p?, i.e.,
the time average of the square of the instanta-
neous sound pressure in the acoustic wave, This
quantity can be determined readily with a pres-
sure microphone. The relation is given by:

I'=p?jpc watts/m? (1)
where, p is the density of air (or other gas) in
kilograms per cubic meter and c is the speed of
sound in air in meters per second. Sound pres-
sure level, L), in decibels, is defined by item 3
in Table 2.

Instruments and techniques for the measure-
ment of sound pressure levels are widely avail-
able.? Typical measured values of sound power
levels for many sources are given in references
1to3.

Paths. Sound may travel from a source to a
receiver by many paths, some in the air (outdoors
or in a room), some through walls, and some
along solid structures. In the latter two cases,
the sound is radiated into the air from the
vibrations of the surfaces.

Qutdoors, the relation between the sound pres-
sure level measured at distance r from a source
la)nd the sound power level of the source is given

y,

Lpg =Ly + DIy - 20logior- 11dB  (2)

where it is assumed that the source is near a
hard-ground plane at a distance r in meters from
the receiver (also near the plane) and that the
source produces different sound intensities in
different directions, &, as described by a direc-
tivity index, DI; (see reference 2). If the source
radiates sound equally in all directions, then
DI = 0. In practice, sources generally have direc-
tivity indexes in the range of 0 to 12 dB in the
direction of maximum radiation. At large dis-
tances, r, there will be losses in the air itself at
frequencies above 1500 Hz. Also, wind, temper-
ature gradients, and air turbulence may reduce
or augment the value of Lyy determined from
Eq. ().
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TABLE 2
Decibel Scale Abbreviation Reference Quantity Definition
= 10-12 W
Sound power level Lw Wref = 107°° watt 10 logyq Weer dB
TS
. . = 1n-12 2 !
Sound intensity level Lr frer = 107" watt/m 10 loggo Trer dB
ref
= 1078 wattfcm?
p?
Sound pressure level Lp Pref = 20 micropascat i0logyo oot
Pire

= 0.0002 microbar = 20 logg—— dB
Pref

In a room, the sound pressure level produced
by a nondirective source is given by,

+ i) dB (3}

1
LpéLw-i-lOlogm (_2' R

4rr

where r is the distance between the receiver and
the microphone and R is the room constant in
square meters. R = S&, where S is the total area
of alt wall, ceiling and fioor surfaces in square

meters and & is the average absorption coeffi-
cient for the whole room (see Reference 2).
Typical values of R are found in Fig. 1.

In practical cases, we are often interested in
the sound pressure level produced in a room
separated by a partition (wall) from a room in
which the source is located. We assign a trans-
mission loss, TL, in decibels to the intervening
wall. Curves of transmission loss versus frequency
for several different building structures are given
in Fig. 2 and reference 4. The equation relating
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FIG. 1. Approximate value of room constant R for

five categories of rooms ranging from “live” to “dead.”

Metric units referenced at bottom and left, English units top and right, The Greek letter & indicates the per-

centage of the energy that is removed from a sound

wave when it reflects from an “average™ surface of the

room. It is called the average sound absorption coefficient.
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FIG. 2. Transmission loss, TL, of six typical building structures.

Ly to the Lw of the source* is,

s
Lp, =Lw, - TL + 10 logq (—“’)
Ry

1 4 )
—+-— | dB
Sw Ry
where Lp, is the sound pressure level in the
second room produced by a source in the first
room; TL is the transmission loss of the com-
mon wall; Sw is the area of the wall in square me-
ters, and R; and R, are the room constants for
the first and second rooms respectively, in square
meters. It is assumed that the sound pressure
level is measured near the common wall; in the
center of the room it may be 3 to 5 dB lower.

Technique. It is apparent from Eq. (4) that
the technigues for noise reduction indoors are
threefold. First, make every effort to reduce
the sound power radiated by the source,i.e., use
quiet ventilating fans, quiet typewriters, quiet
factory machinery, and so forth. Enclose noisy
machinery in separate rooms or in enclosures.
Mount vibrating machinery on resilient pads or
springs. Second, provide walls with suitably high
transmission losses between rooms, For example,
between adjoining apartments, walls 4 to 6 of
Fig. 2 are usually satisfactory, while walls 1 to 3
are not. On the other hand, walls 2 and 3 would
be satisfactory between rooms of the same

+ 10 logw ( (4)

*When the only sound path between the two rooms
is through the common wall.

apartment, while walt 1 would not. Finally,
increase the room constants by adding sound-
absorbing materials to either or both rooms, e.g.,
carpets and draperies, or acoustical materials on
ceiling or walls or both. The sound-absorbing
efficiencies of various materials are given in
references 2, 3, and 3.

It is of great importance to observe that when
a wall is placed between two rooms or when an
enclosure is built around a noisy machine, the
structure must be hermetically sealed, or, if air-
flow is necessary, it must be conducted in and
out of the enclosure through suitable silencers.
A hole even as small in diameter as a pencil can
render an otherwise satisfactory wall or enclo-
sure acoustically inadequate,

In cases of very high noise levels where it is
acoustically impractical to quiet or isolate the
machine, then ear plugs, ear cushions, or both,
must be worn by personnel exposed to the noise.

Criteria for Design. Acceptable noise levels in
rooms of various types in each of eight octave
frequency bands are shown by Fig. 3 and Table
3

Auditoriums for Speech Three goals must be
met in the design of auditoriums for speech.
First, the ambient noise levels must be suffi-
ciently low (see Table 3). Second, speech must
be loud encugh in all parts of the room so that
faint syllables can be heard in the presence of
normal audience noise. This second goal is
achieved in small auditoriums (under about 500
seats) by proper shaping of the front part of the
hall so that the speaker’s voice is directed uni-
formly to all parts of the hall. In large halls
(over 500 seats), electronic amplification of
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FIG. 3. Preferred Noise Criteria (PNC) curves for
vanous types of building spaces given in Table 3.
Measurements are made with an octave band filter
and the readings in each band should not exceed that
shown on the appropriate PNC curve.

speech is usually necessary. Third, the reverbera-
tion in the auditorium should be sufficiently
low that speech is distinct. In auditoriums where
there is no sound system, this requirement means
that either the ceiling should have an average
height of less than 30 ft above the main floor,
assuming that the seats are upholstered and that
there are no large floor areas without seats. If
the ceiling height is over 30 ft, sound-absorbing
materials will have to be added to the walls, and
perhaps to the rear ceiling to control the rever-
beration, A satisfactory shape of a 500-seat
auditorium for unamplified speech is shown
in Fig. 4.

Auditoriums for Music There appears to be
no single, ideal architectural solution for the
acoustical design of a hall for music. Successful
acoustics have been achieved with rectangular,
fan or wedge, horseshoe, and even asymmetrical,
plans. But though this is true, the many attri-
butes of musical-architectural acoustics are so
closely interrelated that if a hall is to be success-
ful, the architect must solve all requirements
simultaneously.

The music of each era of the past was com-
posed for a different acoustical environment.
Music of the Baroque period (Bach and earlier),
except for organ music, was composed for small
halls with relatively short reverberation times.

FIG. 4. Satisfactory ceiling shape for a speech
auditorium with less than 500 seats.

{That is to say, a loud sound should take about
i.5 seconds to die down to inaudibility after its
source is cut off abruptly. This quantity, called
mid-frequency reverberation time, is measured
with full audience present at 500 to 1000 Hz
and averaged.) Music of the Classical period
(early Beethoven, Mozart and Haydn)} was com-
posed for larger halls with medivm reverberation
times {about 1.8 sec). On the other hand, music
of the Romantic period (after 1850), was in
general, composed for fairly large halls with long
reverberation times (about 2.0 sec}). Today, halls
must not only accomodate a musical repertoire
extending over centuries, but often they must
seat so large an audience that they become an
entirely new type of space in which to perform
music.

In the development of the design of a hall, the
acoustics dictate the cubic volume and strongly
influence the orientation of every sound-reflect-
ing surface, the interior materials, and even the
seating.

Concert hall and opera house design is com-
plex,%7 but some guiding principles stand out.
The seating capacity should be low, below 2200
if possible. The ceiling should have an average
height of 45 ft, if there are no balconies, or §3
ft with balconies, measured above the floor be-
neath the main floor seats. The hall should be
narrow, or other means such as suspended panels
should be provided for producing early sound
reflections at listener’s positions, Finishes for the
interior should primarily be plaster on lath. Not

FIG. 5. Drawings of Symphony Hall, Boston, Mass.
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TABLE 3 RECOMMENDED CATEGORY CLASSIFICATION AND SUGGESTED
NOISE CRITERIA RANGE FOR STEADY BACKGROUND NOISE A8 HEARD IN
VARIOUS INDOOR FUNCTIONAL ACTIVITY AREAS.

Approximate

Type of Space {and acoustical requirements) PNC Curve® Lyg,dBA
Concert halls, opera houses, and recital halls 10 to 20 21 to 30
{for listening to faint musicat sounds)
Broadcast and recording studios (distant micro- 10 to 20 21 to 30

phone pickup used)
Large auditoriums, large drama theaters, and
churches {for excellent listening conditions)

Broadcast, television, and recording studiocs
{close microphene pickup only)

Small auditoriums, small theaters, small
churches, music rehearsal rooms, large meeting
and conference rooms {for good listening), or
executive offices and conference rooms for 50
people (no amplification)

Bedrooms, sleeping quarters, hospitals, resi-
dences, apartments, hotels, motels, etc. {for
sleeping, resting, relaxing)

Private or semiprivate offices, small conference
rooms, classroems, libraries, etc. (for good
listening conditions)

Living rooms and similar spaces in dwellings (for
conversing or listening to radio and TV)

Large offices, reception areas, retail shops and
stores, cafeterias, restaurants, etc. {for moder-
erately good listening conditions}

Lobbies, laboratory work spaces, drafting and
engineering rooms, general secretarial areas
(for fair listening conditions)

Light maintenance shops, office and computer
equipment rooms, kitchens, and laundries {for
moderately fair listening conditions)

Shops, garages, power-plant contral rooms, etc.
(for just acceptable speech and telephone com-
munication). Levels above PNC-60 are not
recommended for any office or communica-
tion situation

For work spaces where speech or telephone
communication is not required, but where
there must be no risk of hearing damage

Not to exceed 20

Nat to exceed 25

Not to exceed 35

Not to exceed 30

Not to exceed 34

Not to exceed 42

25 to 40 34 to 47
30 to 40 38 to 47
30t0 40 38 to 47
35t045 42 to 52
4( te 50 47 to 56
45 to 55 521061
50 to 60 56 to 66
60 to 75 66 tc 80

*See Reference 2 for other rating curves.

over 20 percent of them should be wood if the
strength of the bass tone is to be preserved. Ir-
regularities on all the surfaces should be provided
to produce diffusion and blending of the sound.
Above all, avoid echo, noise and tonal distor-
tion. Finally, the orchestra enclosure should
provide sectional balance in the orchestra and
permit the musicians to hear each other.

Boston Symphony Hall, one of the world’s
best-liked concert halls, is rectangular, as shown
in Fig. 5, and meets the general requirements

listed above. Its mid-frequency reverberation
time, with full auwdience, is 1.8 sec.

LEO L. BERANEK
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ASTROMETRY

Astrometry deals with the space-time behavior
of celestial bodies and therefore belongs to the
classical field of astronomical studies. It is often
referred to as fundamental, positional or obser-
vational astronomy.

Early astrometric investigations were directed
mainly toward establishing a suitable frame of
reference for the determination of the complex
motions of the planets, while the studies of the
positions and motions of the individual stars as
well as the various stellar systems gradually
developed as improved precision of observations
made it possible to discover and observe these
motions,

The fundamental, and perhaps most difficult,
problem of astrometry is the establishment of
a reference system against which the motions of
the celestial bodies can be measured.

The principal planes involved in the spherical
coordinate systems usually wsed in astrometry
are the equator, defined by the rotation of the
earth on its axis, and the ecliptic, defined by the
revolution of the earth around the sun. The
positions of both these planes vary continuously
in a most complicated manner due to gravita-
tional forces and couples between earth and the
moon, the sun, and the principal planets. Such
motions of the reference planes are reflected in
the positions of the stars referred to them.

The motions of these planes cannot be derived
entirely from theory alone, but must be deduced
from observed changes in the positions of the
stars which, in turn, are also in motion, This
complication has forced the construction of the
astronomical coordinate system to proceed by
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a series of successive approximations which are
still in progress. Initially, the sun, and planets
were observed against the “fixed stars.” From
these observations came the first approxima-
tions of the motions of the solar system by the
laws of dynamics and of the effect of the chang-
ing orientation of the earth’s axis of rotation
(precession) upon the positions of the stars,
Successive repetitions of the observational pro-
cess have gradually improved our knowledge of
these and other motions affecting the funda-
mental planes of the coordinate system, each
improvement resulting in an increase in our
knowledge of the positions and motions of the
stars,

Observational programs for the improvement
of the celestial coordinate system are long and
tedious and must be conducted with meticulous
care. They make use of highly developed instru-
ments and observing techniques which, in com-
bination with adopted theories of the rotation
of the earth and its motion around the sun,
enable the positions of the equator and equinox
to be derived anew and the positions of the stars
fo be related to them. Each such program is
an independent effort to reconstruct the celestial
coordinate system, Meridian circles have gener-
ally been used for this kind of work. The results
of such programs are said to be fundamental
and are usually published in the form of star
catalogs.

From time to time, when sufficient funda-
mentally observed catalogues have accumulated,
they are combined with similar earlier material
to form a Fundamental Star Catalog. This cata-
logis usually regarded as the best representation
that may be had of the celestial coordinate
system at the time of its publication; the right
ascensions and declinations of the stars in the
catalog define the system for the equinox and
epoch chosen for the catalog. The proper mo-
tions in combination with the adopted values
of the constant of precession permit the system
to be referred to equinoxes and equators at other
epochs.

The latest and most precise of the fundamen-
tal catalogs is designated the FK4 and was pub-
lished by the Astronomischen Rechen-Instituts,
Heidelberg, Germany in 1963, The catalog con-
tains the positions (right ascension and decli-
nation) and the changes with time (precession
and proper motion) of 1535 stars, These data
were compiled from nearly 200 star catalogs
containing observations over a span of 110
years, Its successot, the FK5, will appear in 1984,
with data compiled from more than 250 catalogs
of approximately 3 million observations. Two
other fundamental catalogs that have been ex-
tensively used are the GC, Aibany General Cata-
logue of 33342 Sters and the N30, Catalog of
5268 Stars.

The coordinate system provided by the posi-
tions and motions of the stars in a fundamental
catalog serves as a reference system for the meas-
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urement of other star positions and proper
motions which must be carried out for a variety
of problems originating in the study of stellar
motions, in geodesy, in the determination of
time, in space research and others.

With the exception of the GC, which contains
all the stars brighter than the 7th magnitude,
fundamentat catalogs do not contain a complete
list of all stars down to a certain magnitude as,
for example, the survey catalogs do. The proto-
type of the survey catalogs for star positions is
the Bonner Durchmusterung which contains the
positions of 320000 stars to a limiting magni-
tude of 9.5 and north of declination - 2°. Al-
though the observations for the catalog were
made in the middle of the past century, the
catalog and the charts made from it have been
an extremely useful tool for astronomers for
identification of star fields, The survey was later
extended to the south celestial pole by the Bonn,
Cape and Cordoba Observatories.

Positions of the fainter stars on a fundamental
system are obtained by a close coordination be-
tween visual and photographic programs. The
positions of a selected number of moderately
bright stars {(7th to 9th magnitude) are related
to the fundamental system by meridian circle
observations, These stars are then used as a posi-
tion reference for the photographic observations
of the fainter stars, thus tying them to the
fundamental system.

An example of this procedure is the large
astrometric proiect initiated toward the end of
the nmeteenth century and carried out by
intemational cooperation.

The fundamental system adopted for this
undertaking was embodied in the FC {Funda-
mental-Catalog fir die Zonen-Beobachtungen
am Nordlichen Himmel) developed by Auwers.
The visual program, designated the AGK (4s-
tronomische Gesellschaft Katalog), was carried
out through the collaboration of 12 northern
hemisphere observatories and resulted in the
determination of the positions with respect to
the FC of 144128 stars to the limiting magni-
tude of 9 and north of -2° declination. The
extension of the visual work into the southem
skies was gradually carried out by other observ-
atories. The adjunct photographic program
known as the Carte du Ciel or the Astrographic
Catalogue called for observations down to ap-
proximately the 11th magnitude covering the
entire sky by 2° X 2° fields, Originating in 1887,
the program was completed by 1970 and in-
volved the participation of 18 different observa-
tories. The positions in the catalogs are given in
the form of rectangular coordinates as measured
on the plates, but by means of auxiliary tables,
these coordinates can be translated into right
ascension and declination. Each field was photo-
graphed a second time with a longer exposure
with a limiting magnitude of 14 to be used for
the purpose of star charts.

Several other catalogs of photographically de-
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rived positions have been published. Among the
catalogs of this nature may be mentioned the
AGK2 (Zweiter Katalog der Astronomischen
Gesellschaft) and the Yale and Cape photo-
graphic catalogs.

The AGK2 was related to the fundamental
system represented by the FX3 (Dritter Funda-
mentalkatalog des Berliner Astronomischen
Jahrbuchs) through the use of simultaneous
visual observations of about 13000 moderately
bright stars in making the plate reductions. The
AGK?2 plates were taken at the Bonn and Berge-
dorf Observatories and covered the sky in 5% X
5° overlapping fields from - 2° to the north pole,
The resulting catalog contains the positions of
over 180000 stars for the mean epoch of 1930,
Between 1956 and 1959 a second photographic
series of observations of these stars was carried
out at the Bergedorf Observatory. The measured
positions on the plates were reduced to the sys-
tem of the FK4 by use of the positions of some
21000 reference stars observed simultaneously
through an international cooperative program
involving 12 meridian circles in the northern
hemisphere, A comparison of the plate results
at the two epochs gives rather accurate proper
motions with respect to the fundamental sys-
tem for the entire 180000 stars. The majority
of these stars are brighter than the 9th magni-
tude. A good many, however, are as faint as the
11.5 photographic magnitude, The catalog is
named the AGK 3. Except for gaps between +85°
to +60°, +50° to +30°, and - 50° to - 60°, the
Yale Zone Catalog covers the sky from +90°
to -90° declinations, while the Cape catalogs
provide a complete coverage from -30° declina-
tion to the south pole. Both series of catalogs
were taken by zones of declination by use of
wide-angle cameras (from 5°X 5° to 10° X 14°)
and were reduced to a fundamental system {not
always the same one} by use of contemporary
meridian circle observations. The mean epochs
of the positions in these catalogs range from
the garly 1930%s to the late 1940°s. The stars in
these catalogs are similar in magnitude range to
those in the AGK2 and AGKJ. A catalog espe-
cially prepared for geodesy and other computer
oriented research based on accurate satellite
orbits is the Smithsonian Astrophysical Obser-
vatory Catalog (SAO). Itis derived from selected
visual and photographic catalogs, contains posi-
tions and proper motions of 259,000 stars, and
covers the entire sky in zones of 10-degrees-wide
declinations. It has been published in book
form and as a set of star charts, but like the
other catalogs previously mentioned, it is also
available in machine readable form from the
Centre de Données Stellaires at the Observa-
toire de Strasbourg, and from NASA-Greenbelt,
Maryland. A program of observing 20000 stars
in the Southern Hemisphere with meridian
circles is now nearing completion. Known as
the SRS (Southern Reference Star) Program, it
has been carried out through international co-
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operation with northern observatories (U, S.
Naval Observatory, Pulkovo Observatory, and
Hamburg-Bergedorf) participating with stations
in Argentina, Chile, and Australia, respectively.
The positions and proper motions of these stars
in the fundamental system are intended for use
in obtzining new positions and proper motions
of some 200000 stars in the Southern Hemi-
sphere observed photographically.

An important scource for obtaining proper
motions of the fainter stars is a combination of
early photographic plates with recent ones taken
with the same telescope. The proper motions
derived in this way are relative proper motions
and require further reductions for transfor-
mation into absolute proper motions in a funda-
mental system. This procedure has been follow-
ed in several extensive programs aimed at solving
such problems zs determining the solar motion,
and deriving secular parallaxes and galactic ro-
tation,

Proper motions for tens of thousands of stars
have been obtained by this method while radial
velocities for a lesser number of stars have been
determined from the spectroscopic application
of the Doppler principle. Besides the proper
motion and radial velocity, the distance of a star
is needed to determine its motion in space. For
stars beyond 100 parsecs from the solar system
it becomes increasingly difficult to obtain all
three factors involved, and often knowledge of
stellar motion is either based on proper motions
or radiat velocities alone, However, by various
statistical devices substantial information about
stellar motions has been obtained.

On the basis of these studies, the sun’s velocity
has been determined to be about 20 km/sec
towards a point in space not far from Vega,
although the amount and direction of the
motion varies depending upon the chosen group
of stars.

Az aresult of the sun’s motion through space,
the stars show a parallactic or secular shift
which can be used to determine their distances.
Because of the individua! motions of the stars,
this method is applicable only to groups of stars
with the assumption that their individual mo-
tions are random. By means of the secular paral-
tax methoed, general ideas of the distances of
stars up to 1000 parsecs have been obtained.

From statistical studies of proper motionsand
radial velocities, it was found in 1927 that the
stars in our galaxy are moving in orbits not
greatly inclined to the galactic equator. The
observations are consistent with the assumption
that the principal force governing the motions is
gravitational with the center of mass near the
galactic center. The period of rotation at the
sun’s distance from the center is 2 X 10® years.

There are, at the present time, two programs
in progress which will attempt to establish abso-
lute stellar proper motions using the distant
galaxies as a reference frame, the assumption
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being made that those objects do not show any
systematic rotation with respect to the local
inertial frame of rest,

A large number of proper motion studies of
galactic clusters has been carried out in order to
establish membership of the individual stars in
the field, Because of the high internal precision
required for this work, these studies have been
confined primarily to long-focus telescopes, with
plates taken over time intervals of 50 or more
years.

Several surveys of the sky for stars with high
proper motion, largely with the aim of finding
absolutely faint stars, have been carried out over
the past several decades. Two such surveys are
one with the 48-inch Schmidt telescope at Mt.
Palomar and the other with the 13-inch tele-
scope at Lowell Observatory. They cover 80
percent of the sky to a limiting magnitude of
21 and 17 respectfully. In surveys of this magni-
tude, it is essential that telescopes of not too
large focal length be used to limit the number
of plates needed to cover the sky and that the
“moving” stars be found by rapid scanning of
the plates. These surveys have drastically in-
creased the known number of white-dwarf,
sub-dwarf, and faint red-dwarf stars, which, at
the present time attract much interest among
astronomers,

An important area within astrometry is the
determination of the distances of individual
stars. Because of the extremely small quantities
to be measured, the ultimate in precision is
required. The geometric method of measuring
distances is based upon the surveyor’s principle:
the object is observed from both ends of a base
line, In determining the trigonometric parallax
of a star, the semimajor axis of the earth’s orbit
is used as the base line. Reliable individual dis-
tances have been measured in this way for sev-
eral thousands of stars within 30 parsecs of the
sclar system, The majority of the photographic
plates in these determinations were obtained
with long-focus refracting type telescopes, and
the plates measured on manually operated mea-
suring machines. The discovery of the large
number of intringically faint stars in the solar
neighborhood with apparent magnitudes beyond
the practical limits of the refracting type tele-
scope demanded the development of a reflect-
ing-type telescope with greater light gathering
power, and with a highly stable optical system,
Such a telescope, named an astrometeric reflec-
tor, has been in operation since 1964. In com-
bination with a high precision automatic mea-
suring machine, parallaxes have been achieved
with a precision of 2 milliarcseconds, thereby
obtaining reliable distance determinations to
150 parsecs by this method, The importance of
stellar distance determination is realized from
the fact that the distance of a star must be
known before its intrinsic luminosity and its
rate of energy generation can be determined.
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Studies of the stars in the solar neighborhood
have revealed that the majority of them are
components of double and multiple systems.
Since the motions of the stars within a system
are governed by their mutual gravitational at-
traction, it is possible to determine their masses
by use of Kepler's third law (see KEPLER'S
LAWS OF PLANETARY MOTION), whenever their
orbital motions and the parallax of the system
become known. This is the only direct way
masses of the stars can be determined.

Routine observations of the motions in binary
systems began about 150 years ago. Originally
all observations were carried out visually. Al-
though this method continues to be used for
close pairs, it has been largely replaced by a
more accurate photographic method for wider
pairs.

Various searches for double stars have pro-
duced some 75000 visual binary systems, but
for only a small fraction (approximately 100) of
these systems are data available for determining
the individual masses with an accuracy of 30
per cent or better, These masses range from
about 0.08 solar mass for a star 3000 times less
luminous than the sun to 6 times the sun’s mass
for a star 100 times more luminous than the
sunt. Larger masses, as high as 50 to 100 times
the solar mass, are found among the very close
binaries such as eclipsing and spectroscopic bi-
naries. Although these objects cannot be re-
solved into individual components, their orbital
motions can be determined from the periodic
variation in light and radial velocity (observed
Doppler shift).

Stellar masses smaller than the value of 0.08
quoted above have been discovered in recent
years by intensive photographic studies of near-
by single stars and components in double stars.
These studies, representing the ultimate in ac-
curacy in photographic astrometry, have re-
vealed unseen companions of such small masses
that, according to theoretical estimates, they are
either stars so small that they will never bum
nuclear fuel or planets of the size of Jupiter.

Aside from demands for such utilitarian pur-
poses as navigation, geodesy and space research,
astronomers themselves are making heavy de-
mands for substantial gains in quality and quan-
tity in astrometric observations, extended to
fainter and fainter stars.

The discovery of the intrinsically faint stars in
the solar neighborhood has demanded an ex-
tensive parallax program with an entirely new
telescope of special design.

Positions and space velocities on a large scale
of the individual stars and of stellar systems
within our galaxy are essential to understand its
dynamics and evolution as well as the physical
properties and evolution of the individual stars
which populate it.

To accomplish this, new instrumental and
analytical techniques are currently being intro-

ASTROMETRY

duced which take advantage of the latest techno-
logical developments in automation.

Within recent years measurements with a
precision of a few milliarcseconds have been
achieved in astrometry in both the optical and
radio spectrum by means of interferometry.
In the optical spectrum, speckle interferometry
of close binaries has achieved standard errors of
5 milliarcseconds in their relative positions,
while long baseline optical interferometry of
the order of 50 meters is capable of very high
resolution of one milliarcsecond. Similar ac-
curacies are expected in transcontinental radio
interferometry. High precision optical and radio
position measurements are currently being car-
ried out of radio sources and their optical coun-
terparts to improve the relationship between
optical and radio reference frames, with the
possibility of establishing an inertial reference
frame from the measurements of the cosmo-
logical distant quasars.

Astrometry from space observations will be a
reality within the next few years. Among these
projects can be mentioned the astrometric satel-
lite by the European Space Agency (ESA),
named Hipparcos. With this satellite, in a geo-
stationary orbit, it will be possible to observe
some 10,000 stars during a 2-3 year mission,
Positions, yearly proper motions, and parallaxes
with an accuracy of two milliarcseconds are pro-
jected. Similar accuracies are expected in the
astrometric programs planned with the Space
Telescope of NASA, which is scheduled to be in
orbit by 1986.

K. Aa. STRAND
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Future historians may record that the age of
space flight marked a turning point in modern
times. Its physical principles—the laws of mo-
tion of celestial bodies—marked the turning
point of medieval times. From Copernicus to
Kepler to Galileo {o Newton, the Aristotelian
myth of a man-oriented universe succumbed to
the conception of a detached mechanically
oriented universe, operating through laws which
were a synthesis of the new knowledge gained
in the formerly separate domains of terrestrial
and celestial mechanics. Mankind never quite
recovered from that detachment.

Weight and Weightiessness In Newtonian me-
chanics, weight is understood to mean the force
that an object exerts upon its support. This
would depend on two factors: the strength of
gravity at the object’s location (things weigh
less on the moon) and, as Newton called it, the
quantity of matter in a body (its “mass”), At
any given location, where gravity is fixed, mass
can be measured relative to a standard by noting
the extension of a spring to which it and the
standard are successively attached. Alterna-
tively, the unknown and standard may be hung
at opposite ends of a rod and the balance point
noted. However, by an entirely separate experi-
ment, mass can also be measured by noting the
resistance of the object to a fixed force applied
horizontally on a frictionless table. The mea-
sured acceleration provides the required basis of
comparison with the standard. Needless to say,
all objects measure identical accelerations when
freely falling in the vertical force of gravity.
This merely means that, unlike the arbitrary
force we apply horizontally in the experiment
above, gravity has the property of adjusting it-
self in just the right amount, raising or lowering
its applied force, to maintain the acceleration
constant,

[t was well known that objects appear to in-
crease or decrease their weight (alter the exten-
sion of the spring) if the reference frame in
which the measurement takes place accelerates
up or down. As gravity did not really change,
however, most pecple were inclined to draw a
distinction between weight defined as mg, where
m is the mass and g is the local gravity field,
and the appegrance of weight, the force of an
object on its support as measured by the spring’s
extension. One way to avoid the difficulty has
been to speak of an effective g, which takes into
consideration the frame’s acceleration. For ex-
ample, at the equator of the earth, we measure,
say by timing the oscillation of a pendulum, the
effective g, some 0.34 per cent less than the g
produced by the mass of earth beneath our feet.

*John Wiley & Sons, Publishers, has kindly permitted
extensive use of copyright material from “Physical
Principles of Astronautics™ by Arthur I Berman, who
is also the author of this article.
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If the earth were rotating with a period of an
hour and a half instead of 24 hours, our centrip-
etal acceleration at the equator would cause
the effective g to vanish completely, our scales
would not register, objects would be unsup-
ported, and for all practical purposes they and
we would be weightless.

Formally, we could state that any accelerating
frame produces a local gravitational field gace
that is equal and opposite to the acceleration.
Thus, a rotating frame generates a centrifugal
gacc opposing the centripetal acceleration, We
have at any point

Beff = 8+ facc (1)

where g is the field produced by matter alone
{e.g., the earth). By identical reasoning, an ob-
ject in orbit, whether falling freely in a curved
or in a straight path, will carry a reference frame
in which gefr is zero, for its acceleration will
always exactly equal the local g by the defini-
tion of the phrase, “freely falling.”

This concept was placed on a firm footing by
Einstein who maintained that Eq. (1) is reason-
able not only in mechanics but in all areas of
physics including electromagnetic phenomena.
We arrive at the inevitable conclusion that we
cannot distinguish by any physical experiment
between an apparent g accountable to an ac-
celerating frame and a “real” g derived from a
local accumulation of mass. This central postu-
late of the General Theory of Relativity alsc
unified the two separate conceptions of mass,
An object resting on a platform that is ac-
celerating toward it will resist the acceleration
in an amount depending on its inertia. It presses
against the platform with a force equal to that
it would have if placed at rest on the surface of
a planet with local field equal and opposite to
the acceleration of the frame,

General Principles of Central Force Motion
The gravitational force between point masses is
inverse square, writfen

m'm -
mg=- T2 @

where the center of coordinates from which the
unit vector T is described lies in m’, one of the
masses. Thus, the force on m is directed -r,
toward m’ and is proportional to 1/r? with 7 the
constant of proportionality. The quantity g is
the force on m divided by m (or normalized
force} for which the name ‘“‘gravitational field
of m™ is reserved. Of course, if m were in the
field of a collection of mass points, oreven in a
continuous distribution of mass, the summated
or integrated g at the location of m would no
longer be an inverse square function with re-
spect to any coordinate center. However, in one
special case, the inverse square functional form
would be preserved: if the source mass were
symmetrically distributed about the coordinate
center. This would be the case if the source
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were a spherical shell or solid sphere, of density
constant or a function only of #. The sun and
earth can be regarded, at least to a first ap-
proximation, as sources of inverse square gravi-
tational fields.

There are some important general statements
we can make about the motion of an obiect
placed with arbitrary position and velocity in a
centrally directed force field, i.e., a field such
as the one described, which depends only on
distance from a central point (regardless of
whether or not the dependence is inverse
square). As the force has only a radial and no
angular components, it cannot exert a torque
about an axis through the center. This means
that the initial angular momenium is conserved.
Now angular momentum is a vector quantity
and therefore is conserved both in direction and
magnitude, It is defined by r X p, where r is the
position vector to the mass of momenium p.
The direction of the angular mementum vector
is thus perpendicular to the plane containing r
and p. As this direction is permanent, so also
must be the plane. The planar motion of the
object can be expressed in polar coordinates, so
that by writing r =7f and p = m(rt + 7¢9), we
find the specific angular momentum {angular
momentum per unit mass) called k, to be

h=rt¢ (3)
This too then must be a constant of the motion.

Consider now the rate at which area is swept
cut by the radius vector, d§/dt. We recall from
analytic geometry that dS = r2¢. Thus

ds _h

dt 2
so that this is a constant of the motion as well.
On integration, we conclude that the size of a
sector that is swept out is proportional to the
time required to sweep it out. In the case of a
closed orbit, the total area § would then be re-
lated to the specific angular momentum as

st

5 (5)
This sector area-time relationship is Kepler's
second law of planetary motion which was in-
duced from Tycho Brahe’s observation of Mars
without prior knowledge of gravity and its cen-
tral character.

The Laws of Kepler Kepler stated two other
laws of planetary motion: The orbits of all the
planets about the sun are ellipses (a radical
departure from the circles of Copernicus), and
the squares of their periods are proportional to
the cubes of their mean distance from the sun,
this mean being the semimajor axis of their
ellipses. The third law pertained to the one
characteristic common to all the planets: the
sun. Taken together, the three laws led Newton
to the concept of gravitational force and its
inverse-square form.
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FIG. 1. Kepler’s second law. The sector arga §
swept out is proportional to the time required for the
planet to move from a to . Thus, if f.4 = fp, then
S5 =3

By applying Newton’s law of motion F = ma,
a relationship between a, the second derivative
of the position vector, expressed in polar form,
and F/m or g, as given by Eq. (2), leads to the
familiar conic solution for the trajectory of an
obiect in an inverse square field.

1 m'
:=%2—+A cos (¢ - o)

(6)
where 4 and ¢, are constants. A rotation of
axis will eliminate ¢, thereby aligning the co-
ordinate axis with the conic’s major axis. Also,
by expressing the general conic, an ellipse or
hyperbola, in terms of the usual parameters of
sermimajor axis ¢ and eccentricity €, we can
relate the geometric parameters fo the gravita-
tional-dynamical constants, viz:

A= [ym'a(l - €2}

1)
and ,
-}=%(1+ecos¢} (8)

Note that by substituting Eq. (7) into Eq. (5)
and expressing the area of an ellipse as § =
7at(1 - €2)2 we arrive at Kepler's third law,

I
- (‘ym')“z a

The energy of the orbiting object can be cal-
culated with ease by evaluating it at an extremal
point, say the nearest point to the gravitational
source, called pericenter or perifocus. As the
energy is constant, it is immaterial where the
calculation is made. Here the velocity has only
an angular component so that the kinetic energy
for a unit orbiting mass is 4 ¥? = §r2¢% . The po-
tential energy at pericenfer is - (7m'frpe) where

T )
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rpe is the distance of the unit mass from m’, the
focal point. Here ¢ = 0 5o that by Eq. (8),
1y
—="5-(1+¢
roe K2 ( )
On substituting Eq. (7), we find the total Kinetic
and potential energy fo be

(10}

’

—_m

E 2a

Qur conclusion: All objects in orbit with the

same major axes have identical periods and

identical energies per unit mass. Knowledge of

E is invaluable in determining an object’s speed

when its distance from the source is known, and
vice versa.

In the event that the orbiting object’s mass is
not negligibly small compared with that of the
gravitational source, one must take note that
the combined center of mass. from which the
acceleration is described, no longer may be as-
sumed to lie in the center of the gravitational
source. This complicates our equations some-
what, for the accelerating force still is expressed
relative to the center of the source (if spherical).
The adjustment that results, when center of
mass coordinates are transformed to relative co-
ordinates in the expression for acceleration, re-
quires our equations to take the form y{m' +m)
wherever formerly ym' appeared,

(i)

FIG. 2. Conics formed by the intersection of planes
inclined at various angles with the axis and sides of a
cone. Ellipses and hyperbolas are general curves in
astronauntics, i.e., general solutions of the two-body
problem, while the circle and parabola are special
cases, An object in circular orbit is at constant distance
from the gravitational source and therefore has con-
stant potential energy; it moves at constant speed and
therefore has constant kinetic energy. An object in a
parabela is in a transition curve between an ellipse and
hyperbola; its major axis, therefore, is infinite and its
total energy zero.

FIG. 3. Orbits of differing eccentricities and major
axes which pass through a common point. Higher
speeds correspond to higher energies and longer major
axes. For an ellipse the eccentricity e is the ratio of
the distance to the focus (gravitational center) from
the point of symmetry of the curve to the semimajor
axis of the ellipse. For a hyperbola it is the ratio of
the distance to the focus from the point of symmetry
of the hyperbolic pair to the semimajor axis.

Disturbances in the Central Field The earth,
of course, is spherical to only a first approxima-
tion. More accurately, it is an ellipsoid of revo-
lution about a minor axis—an oblate spheroid.
Still more accurately, it appears to be slightly
pear-shaped and, in addition, its figure is dis-
torted by continuous local variations. The sphe-
roidal figure, nevertheless, accounts for nearly
alt the anomalous effects on satellite orbits. For
one thing, the gravitational force on the satellite
is no fonger centrally directed; the excessive
mass in the equatorial plane produces a force
on the satellite directed out of its orbital plane.
The resultant torgque causes the direction of the
angular momentum vector to change; i.e., the
plane containing the satellite’s ellipse turns. The
plane turns continuously about the polar axis
maintaining its angle with the axis and with the
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FIG. 4. The orbit of an earth satellite. The earth’s equatorial bulge causes retrograde motion of the points of
intersection # and »n’ of the orbit and equatorial plane, This can alternatively be interpreted as a retrograde
motion, about the north-south axis, of the plane containing the closed orbit. The plane moves in the direction
shown by the arrow in (b), maintaining a constant angle with the axis.

equatorial plane constant, The turning rate is
greatest for low orbits and small angles of in-
clination with the equator. For polar sateilites,
the plane remains fixed. A separate effect of
this equatorial bulge perturbative force is the
slow turning of the ellipse’s major axis within
the orbital plane. This effect vanishes at an in-
clination of 63.4°; the major axis turns back-
ward at inclinations above this angle and for-
ward below.

Astronautical Examples From the preceding
material some interesting problems in astronau-
tics can be solved readily. Suppose (Fig. 5) an
astronaut treleases himself at a speed Sv of
10 mfsec from a satellite in a small circular
orbit about the earth, What would be his veloc-
ity and that of his satellite when at their maxi-
mum separation if his initial thrust is (a} the
same as that of the satellite in its orbit, (b)
toward the earth’s center, and (c) normal to
the orbital plane? Also, what would be the
maximum separation between astronaut and
satellite and where would it occur?

Writing £ in terms of both the kinetic-poten-
tial energy sum at any point in orbit, and its
constant value given by Eq. (11), we find that

the speed at the astronaut’s perigee in {a) can

be written
ym' Fo
= (2 - —)
L a

where rq is the sateilite’s orbital radius and g
the astronaut’s semimajor axis. If

(12)

f

(13)

Uc =
fo

where v, is the satellite’s circular speed, found
by letting @ = ry in (12). We have all the infor-
mation needed to find the distance of separation
between ellipse and circle as

4rydu

20— 2rpg =
Ve

_ 4(6.38) (103 km) (10 m/fsec)
B 7.9 (10%) m/sec
=32 km.

(14)

fa} b

FIG. 5. Orbits of an astronaut released from a circularly orbiting sateltite
{a) in the direction of sateltite motion, (b) toward the center of attraction, and
(¢) normal to the orbital plane. In the last case the astronaut moves in a new
orbital plane inclined to that of the satellite by angle i.

{e}
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By applying angular momentum conservation—
that is, the apogee speed times the focal distance
at apogee equals the perigee speed times the
focal distance there (or simply Eq. (7))—we find
that the astronaut will have a relative speed at
apogee of 30 m/sec.

In (b}, the astronaut will orbit in an ellipse in
the plane of the satellite’s circle that intersects
the circle twice. As his injection velocity is
radial, his specific angular momentum is that of
the satellite. This, together with Eq. {12}, where
now v at launch is not the linear sum of &y and
v, but the square root of the sum of the squares
of these terms, leads directly to the orbital
parameters 7 and €, We find the latter as vfv,
and the orbital separation at apogee as 8 km
with the speed there relative to the satellite as
10 m/sec, the same as at launch,

The astronaut moves out of the satellite’s
orbital plane in (¢) and into a new plane inclined
at angle 7=6vfv,. The maximum separation
between orbits now becomes iry = 8 km. But
the astronaut never departs rmore than 20 m from
his initial distance from earth, so his speed is
always close to that of the satellite.

Rocket Propulsion A rocket operates by the
simple principle that if a small part of its total
mass is ejected at high speed, the remaining
mass will receive an impulse driving it in the op-
posite direction at a moderate speed. As Sme,
the propellant, leaves at speed ve with respect
to the rocket, the remaining rocket mass 7 re-
ceives a boost in speed v such that

Smeve=m6v (15)
If additional equal propellant mass is ejected at
the same speed, the boost in rocket speed is
slightly greater than before as the rocket mass
has been slightly depleted by the prior gjection.
Indeed, if the residual rocket mass eventually
were minuscule, jts boost in speed could reach
an enormous value. The integrated effect of
these nonlinear boasts is found as

"
Uy~ Uy = Ue lOge;?' (16)

where vy and mg are the rocket speed and mass
at some arbitrary initial time and vy and my are
the same quantities at some time ! later.

From these simple considerations, it is appar-
ent that the highest rocket velocities are at-
tained if we could increase the propellant speed
as well as the mass ratio mig/my. The mass ratio
can be maximized by obvious methods such as
choosing a high-density propellant which cuts
the tankage requirement or avoiding unneces-
sarily complicated apparatus for ejecting pro-
pellant at high speed. A nuclear rocket, for ex-
ample, may perform well in its ability to eject
propellant an order of magnitude higher in
velocity than conventional chemical rockets;
nevertheless, the penalty required in reactor
weight and shielding severely limits its
effectiveness.
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Specific impulse is one performance charac-
teristic which applies to the propellant’s ability
to be ejected at high speed regardless of the
weight penalty required to do this. It is the im-
pulse produced per mass of propellant ejected,
or mbufém,, or, by Eq. (15), simply v,. In engi-
neering usage, it is impulse per weight of pro-
pellant ejected, or ve/ge where ge is the acceler-
ation of gravity at the earth’s surface. Its units
are seconds, and it can be interpretéd as the
thrust produced by a rocket per weight of pro-
pellant ejected per second. By itself, thrust is of
little importance unless it is sustained for a sig-
nificant time by a large backup of propellant
tankage. It is here that the mass-ratio term in
Eq. (16) would play an important role in any
evaluation of a rocket’s true performance.

It is important to realize how sensitive is the
energy imparted to a moving vehicle to a given
boost in speed. If an object, say a rocket, moving
at some speed v gets a boost in the same direc-
tion in an amount 8v, then its increase in kinetic
energy is vdv + 4 (6v)?. Thus, if a rocket re-
ceives a small boost in speed, say from turning
on its engine for a short time, the rocket can
thereby receive a very large increase in kinetic
energy provided it was already moving fast
before getting the boost.

This principle is made use of in the firing of a
multistage rocket. Suppose, for example, that
we have a two-stage rocket of similar compo-
nents: The “burnout’ speed of each stage is the
same, lifting each to the same apogee. We com-
pare the effect of two firing programs: In the
first case, firing of the upper stage is delayed
until its apogee as booster payload is reached,
but in the second case its firing takes place
close to the ground immediately following
booster burnout., Assuming that the force of
gravity is constant at all heights, air drag is
negligible, and the burnout time is small com-
pared with the flight time, the apogee of the
payload of the second case will be twice as high
as in the first.

Transfer Orbits If one wishes to leave one
orbit and enter another by rocket, an optimum
path is generally chosen to minimize the total
propeliant required. Nevertheless, this should
not be done at the expense of unduly long
flight times, complicated guidance equipment,
or high acceleration stresses. These would re-
quire unprofitable weight expenditures which
would offset the frugality in propellant
tankage.

Let us examine a simple but recurring exam-
ple of a transfer problem, that of leaving a refer-
ence frame or space platform in one circular
orbit and entering another larger one concentric
with the first, If the transfer path were radial or
near radial (a so-called ballistic orbit) then one
would have to launch at a large angle to the
direction of motion of the frame, accomplished
only by a velocity component opposed to the
frame’s motion. On reaching the outer platform,
a soft landing can be made only by a substantial
rocket velocity boost tangent to the orbit.
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FIG. 6. Four launch trajectories into a satellite orbit
about a planet. (a) If that planet has an atmosphere,
the rocket may ascend in a “synergic” trajectory from
the planetary surface to the final orbit, ie., it cuts
through the denser portions in an initially vertical
path and gradually bends over into a horizontal path
during burncut. (b} If there is no atmosphere it may
ascend from the ground in a ballistic ellipse. This same
ascent path may be chosen if the departure is from a
parking orbit or “‘space platform” close to ground
level. A far better choice would be (¢) the Hohmann
ellipse, with pericenter at the planet’s surface and
apocenter at the satellite orbit, Burnout time is assumed
short in both this and the ballistic case. (d) A vehicle
such as an ion rocket, which can sustain a microthrust
for a very long time, cannot be taunched from the
ground but only from a parking orbit. It will spiral
out to the desired altitude with few or many turns
about the planet, depending on the magnitude of the
thrust relative to that of the gravitational force,
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FIG. 7. Reaching the center of attraction from a
circular orbit by a double-thrust maneuver. The rocket
enters an eccentric ellipse by a forward thrust, and at
apocenter reverses thrust to cancel the small orbital
speed there, enabling it to fall radially into the source.
By this maneuver radicactive waste could be brought
to the sun at up to 40% saving in propellant.
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Clearly, the total propellant expenditure would
be far greater than one alternative of launching
the rocket in the direction of motion of the
first frame with just sufficient speed to reach
the cuter circle, timed so that the outer frame
will meet the spacecraft. The transfer orbit will
be an ellipse contangent with both circles. The
outer frame will be moving much faster of
course at the contact point as the major axis of
its orbit is much greater [see Eq. (11)], but the
difference in speed is not nearly as pronounced
as for the ballistic transfer case. A differential
speed increment at contact completes the
maneuver.

The return trip, from an outer to inner circle,
is made by following the second half of this co-
tangent ellipse, named the Hohmann transfer
orbit after the German engineer who discovered
its optimal property with regard to propellant
expenditure. In the return case, the spacecraft
is launched in opposition to the outer plat-
form’s motion. This removes kinetic energy and
forces the spacecraft to fall in closer to the at-
tractive center in order to make cotangent
contact with the inner circle, The total propel-
lant expenditure from the outer to the inner
platform is the same as for the original journey.

An interesting question arises if one wishes to
leave a frame for an outer orbit when it initially
is in an elliptical orbit rather than a circle.
Should we depart from apocenter where we are
furthest from the gravitational source and
closest to our destination? Or should we depart
instead from some other point in the ellipse?

FIG. 8. Alternative ways to escape from a circular
orbit to *“infinity.” Left: The rocket simply blasts off
into a parabola or hyperbola. Righ:: The rocket
reverses thrust to fall into a close«in ellipse and then
at the pericenter or near apsis of the eilipse {perigee if
orbiting about the earth) it blasts off into a parabola
or hyperbola. Despite the loss of circular orbital energy
in maneuver (b), it is preferred to (a) provided the
energy remaining in the hyperbola after completely
leaving the gravitational field exceeds the escape speed
at the radius of the circular orbit. {If the arrows were
reversed the figures would represent alternative maneu-
vers for entering a circular orbit from infinity.)
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FIG. 9. Atmospheric-entry braking *ellipses,”” a
trajectory controlled by gravity and the reverse foree
of atmospheric drag. Drag is concentrated at the peri-
center, where air density is high. This acts to decrease
the major axijs and eccentricity of the ellipse, so that
the orbit gradually approaches a circle. This analysis is
somewhat idealized, however, and in an actual case the
pericenter lowers slightly and the major axis turns in
each successive cycle.

Paradoxically, our best launch point is at peri-
center, for here the largest possible amount of
energy will be transferred to the spacecraft for
a given expenditure of propellant, This was
noted in the previous section. A given thrust
applied for a given time interval will do more
work on the spacecraft when it is moving fast,
as at pericenter, for it covers a greater distance
during the interval. This advantage offsets the
undesirability of being at a lower potential
energy point at pericenter.

Powered Trajectories In the usual operation
of a solid- or liquid-propelled rocket, the pro-
pellant is depleted in a time negligibly small
compared with the total flight time. The trajec-
tory analysis may generally be considered as
that of a free orbit subject to burnout initial
conditions as in the discussion above. If, how-
ever, the propellant ejection is sustained over
long periods, as in an ion-propelled rocket, the
trajectory analysis is necessarily complicated,
for, in addition to the varying gravitational
force, the vehicle, of slowly diminishing mass, is
subject to a thrust which may be changing both
in direction and magnitude. Even one of the
simplest thrust programs, a constant thrust in
the direction of motion, requires an electronic
computer analysis in order to obtain the posi-
tion and velocity at future times (see ELEC-
TRIC PROPULSION},

The continuous-thrust trajectory is a spiral
with many advantages over the orbital ellipses,
First, the lower sustained thrust precludes the
high-acceleration stresses associated with rapid-
burning chemical rockets. Much of the struc-
tural weight usuaily needed to withstand these
stresses can be replaced by propellant. Also,
flights to the extremities of a gravitational re-
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Initial orbital motion

(a) (b)

FIG. 10, Orientation of a solar sail for a voyage
from earth to (4) a superior, and (b) an inferior planet.
F is the vector sum of the forces due te the incident
and reflected beams. When F is aligned as in (b} it con-
stitutes a drag and causes the sail to spiral into the sun.

gion may take a shorter time in a spiral trajec-
tory. In a long Hohmann e¢llipse, for example,
most of the journey is made at very low speed.
In a powered spiral, on the other hand, the
spacecraft could be made to move fast, for the
thrust, though small, is integrated over many
months.

The spiral concept is ideal for rockets where
very high ejection velocities are feasible by
using electromagnetic or electrostatic particle
accelerators, but only at the expense of a
low propellant flow rate and relatively heavy
power-generating ¢quipment. However, the pro-
pellant reserve, and thrust, could then iast the
required long time. Such an ion rocket with its
very low thrust-to-weight ratio could hardly be
expected to take off from the ground, and
could only take off from an orbital platform.
En the vacuum of space, the ion beam meets its
ideal environment.

ARTHUR I, BERMAN
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ASTROPHYSICS

Starting with the advent of photography and
the study of stellar spectra in the second half of
the nineteenth century, astrophysics now in-
cludes optical and radio observations of planets,
stars, clusters, interstellar material, galaxies and
clusters of galaxies, and their interpretation.
Radijation from these external sources provides
information on the direction of the source, its
velocity, composition, temperature and other
physical conditions, including magnetic fields,
density, degree of ionization, and turbulence.
The term “astrophysics™ is generally understood
to include all these aspects except the measure-
ment of direction (ASTROMETRY —positions of
stars in the sky and changes due to parallax and
proper motion), and the orbits of planets, aster-
oids and comets (celestial mechanics). Because
of its proximity, the sun can be studied in more
detail than other stars; its structure and its in-
fluence on the nearby planets and comets are
the concern of SOLAR PHYSICS and are closely
related to geophysics and stellar astrophysics.
Study of the motions of stars in pairs, groups,
clusters, associations, and galaxies is the overlap
of celestial mechanics with astrophysics, and
the study of the distribution and patterns of
motjon of the distant galaxies is the overlap
with “COSMOLOGY.”

Astrophysical studies of planets began in the
1930s with measurement of their spectra, show-
ing the composition of the atmospheres of
Venus, Mars, Jupiter, Saturn, and Neptune.
These spectra showed bands of CO,, CO, H,,
CH 4, NH;, and other, more complex molecules.
The atmospheres of Jupiter, Saturn, Uranus,
and Neptune seemed to have about the same
atomic composition as the Sun, and theoretical
models of Jupiter showed that its core must
consist of metallic hydrogen under high pres-
sure in the interior. Starting in 1959, the space
age brought spacecraft missions to Mars, Venus,
Mercury, Jupiter, and Saturn, with landings
on Venus and Mars (as well as Earth’s Moon),
and measurements in situ of their atmospheric
composition, density, and temperature, Venus
probes in 1970-75 found the most extreme
conditions; surface pressure and density about
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100 times the Earth’s, temperatures of 750 K,
and possible seas of acetic acid. The high tem-
perature is attributed to atmospheric gases,
mostiy CO,, that let sunlight in but prevent
the outward, long-wavelength thermal radiation
from leaving the atmosphere.

High-speed jet-stream motions were detected
in the atmospheres of Venus, Mars, Jupiter, and
Saturn. On Venus, they produce changing cloud
patterns, on Mars they produce global dust
storms, and on Jupiter and Saturn they produce
vortices that show as small white spots, but by-
pass the giant red spot on Jupiter {explanation
still unknown). By far the most dramatic Voy-
ager (1981) photos are those of Saturn’s rings
(Fig. 1). Earth-based observations showed none
of the detail of the hundreds of single rings,
some of them entwined by the gravitational
effects of nearby small moons. Less impressive
rings were also found around Jupiter, and Earth-
based observations showed rings around Uranus.
These rings are related to stages in the origin
and evolution of the solar system, probably the
remnants of proto-planet clouds of gas and dust
that formed the giant planets in much the same
way as the solar nebula formed the Sun and
planets, From all this, the new science of plane-
tology developed among astrophysicists, geo-
physicists, meteorologists, and geochemists.

Comets have been observed and recorded by
men for several thousand years, Starting in the
1920s, astrophysicists observed their spectra,
which showed that as a comet approaches the
Sun, sunlight boils off various molecules to
form a coma around the nucleus, then two long
tails, pushed out away from the Sun by radia-
tion pressure and by the solar wind—outward
moving electrons and ions ejected by the Sun.
The dust tail, showing in reflected sunlight, is
formed of dust released from the comet nucleus
as frozen gases boil off; the ion tail is formed
from ionized gases that show an emission-line
spectrum. These two tails deviate from one
another because the solar wind blows in a
slightly different direction from solar radiation.

The Oort cloud of comet nuclei (named after
Jan Qort, a Dutch astrophysicist) is believed to
be the outer fringe of the solar nebula con-
densed from gas and dust to form nuclei revolv-
ing about the Sun at distances larger than 50
Astronomical Units {1 A.U. = 93 million miles,
the distance from Sun to Earth). These small
bits of frozen gas and dust represent the early
composition of the solar nebula. Every now
and then, one gets deflected from its circular
orbit to a highly elliptical orbit, falling toward
the Sun, sweeping around at perihelion close
to the Sun with large coma and long tails, then
receding from the Sun out to aphelion, losing
coma and tails, then falling back in again.
Halley’s Comet is the archetype of these long-
period comets, returning to the Sun every 75
years. In 1985-86 it will reappear. European
and Soviet spacecraft are expected to rendez-
vous with Halley’s Comet then in an effort to
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FIG. 1. Saturn’s Rings; NASA JPL color photo,

photograph the size of its nucleus and to sam-
ple the gas and dust boiling off. Astrophysicists
want to determine what the frozen pases in the
nucleus are; spectra of the coma show only
molecules that have been dissociated by sun-
light. The nature of these gases, and the in-

cluded dust, may help with calculations of how
the primordial solar nebula cooled and con-
tracted about 5 billion vears ago. The planets’
sizes, masses, densities, rotations, distances from
the Sun, satellites and rings, and the thousands
of asteroids between Mars’ and Jupiter’s orbits,
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provide the rest of the data needed for a theory
of the origin and evolution of the solar system.
A recent discovery adds the fact that Pluto has
a small moon, whose orbit provides the first
firm measure of Pluto’s mass, much smaller than
expected.

The instruments used by astrophysicists have
multiplied during the past two decades, and
their resolving power (needed, for instance, to
detect Plute’s small moon close to that planet)
has increased enormously. Telescopes for the
1980s (see reference) include the 2.4-meter
{95-inch) Space Telescope (Fig. 2), the Very
Large Array of radio receivers near Soccorro,
N.M., and the orbiting Einstein x-ray telescope
launched in 1978. The European Space Agency
is supplying Space Lab with a cooled infrared
telescope to be flown on NASA’s Space Shuttle.
Space Telescope and VLA can resolve objects as
close as 0,02 arc-sec apart, and detect objects
100 times fainter than previously possible. Very
long baseline interferometry is achieved with
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radio dishes thousands of miles apart; the slightly
different arrival times of radio waves from the
same object provides resolution of 0.001 arc-sec
or better.

Optical telescopes, both in orbit and ground-
based, are fitted with spectrographs that spread
the incoming light into a spectrum of colors
from short wavelength to long, using a finely
ruled grating or an echelle to resolve wavelengths
as close as 1/100,000 of their size. This high
spectrographic resolving power allows very
small Doppler shifts to be measured, and the
spectral lines of different atomic isotopes to be
detected.

Needed for orbiting telescopes and spectro-
graphs, electronic detectors have been devel-
oped to substitute for photographic emulsion,
and are now being used in ground-based obser-
vatories as well. The most successful s the
charge-coupled device (CCD). Arrays of 800
minute CCDs, 15 microns on a side, turn out
digital information on each pixel (picture ele-

FIG. 2. Diagram of Space Telescope; Longair & Warner, “'Sci Res with ST NASA CP-2111.
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ment) in an image or a spectrum, These digitized
data can be fed directly into a computer for
processing. Such use of electronics and com-
puters has changed the observer’s role in astro-
physics. Instead of spending long cold nights at
the eyepiece of a telescope in an unheated
dome and developing his plates or film in a
photographic darkroom, he now prepares com-
puter programs in advance, picks the object he
wants on a TV screen in the comfortable con-
trol room, and waits during a suitable ““inte-
gration time” for his processed results to be
printed out or graphed by the computer.

Early studies of stellar spectra revealed differ-
ences due primarily to surface {emperature and
described by the sequence of spectral types
ranging from 0" (30 000 K or more) through
66B,)! “A,,’ ﬁ(F’!! ‘(G’?! and 6‘K!! to ‘SM?! (2000 to
3000 K). The type of a spectrum is set by rela-
tive intensities of lines and bands due to ions,
atoms, and molecules. The earth’s atmosphere
limits the wavelength region observable from
terrestrial observatories since ozone and other
constituents are opaque at wavelengths A\ <
30004, and water vapor bands block much of
the region 1.2u <A< 8u. The ionized layers
block radio waves longer than 20 meters. Never-
theless, thousands of spectrum lines, mostly in
absorption, have been identified in the range
3000 <A < 12000A, and the pattern of lines
within one spectral type has been found to vary
with a second parameter, the “luminosity class”
designated by roman numerals “I” (highly
luminous “super giants”) through “II”, “IIT”,
“IV” to “V7 (*“dwarfs” of relatively low
luminosity).

The continuum between spectral lines has an
intensity distribution with wavelength that
roughly matches Planck’s theoretical distribution
for a blackbody, B(X) d\ = 2he? A5 (eheAkT -
13"! where 7T is the temperature that accounts
approximately for the ionization and excitation
of atoms producing the star’s line spectrum, or
the dissociation of molecules producing bands—
that is, for the spectral type. In so far as the lines
can be ignored, the color of a star is approxi-
mately that of a blackbody of temperature 7
and the total (“bolometric™) luminosity is
given by Lp = 4nR20T*, where R is the radius
of the star and ¢ is Stefan’s constant., The
‘“‘apparent brightness™ of a star (observed opti-
cal flux) depends upon its distance, D, and its
luminosity in the wavelength region observed—
approximately 4000 <A << 6500A for visual
observations and 3700 < A < 50004 for photo-
graphic observations through glass optics. Re-
cently the introduction of photoelectric equip-
ment has allowed more accurate measurements
in smaller wavelength regions. Standard mea-
sures are designated U (ultraviolet), B (blue),
V {visual), T (infrared), etc., and are usually ex-
pressed in magnitudes, an inverse, logarithmic
scale. An increase of 5 magnitudes corresponds
to a decrease in brightness by a factor 100. By
successive approximations in such measure-

2

ments of many stars, it has been possible to
correct for the effects of interstellar absorption
and limited wavelength range, as well as for
the inverse-square law (1/D?), to obtain total
luminosities and colors. The luminosities are
often expressed in ‘‘suns”, that is, multiples of
the sun’s luminosity (about 4 X 1033 ergsfsec).
Analogous measurements at radio frequen-
cies are expressed as the flux in watts/square
meter{cyclefsecond. Spectrophotometric mea-
surements from rockets and artificial satellites
above the earth’s atmosphere have been made
in the far ultraviolet, and it is to be expected
that the intensity distribution, F{}A), will soon
be observed for all wavelengths from 10~* A
to several km,

X-ray observations started in 1962, using
jonization chambers and Geiger counters
mounted on rockets and sent up for a few
minutes above the earth’s atmosphere. As the
rocket totaied, the x-ray detectors scanned part
of the sky, but the angular resolution was at
first poor (about 3%), Still, these early observa-
tions showed several discrete sources (Sco X-1,
Sco X-2, Tau X-1, Cyg X-1, etc.) named for the
constellation in which each is located.

Later orbiting x-ray observatories {Uhuru,
HEAOQ, Einstein Observatory) have detectors
with much higher space resclution; they can
locate x-ray sources to within a few arc-minutes.
Many of these sources have been identified with
optical objects; they are many light-years dis-
tant, and their energy output is very high. Some
are star-like in size, and thought to be the rem-
nants of old supernovac—possibly neutron stars;
others are whole galaxies, and our Milky Way
has a faint x-ray background. The measured
flux is given in counts/cm?-sec, each count
representing a quantum of about 1 A wave-
length, or about 10% eV, or 1.6 X 1078 ere.

Gamma rays of wavelength about 10-3 A
(energy 10 MeV) can also be detected above the
atmosphere using scintillation counters—crystals
that emit a flash of light when penetrated by a
gamma ray., Such detectors are sensitive, but
not accurafe in direction. However, the direc-
tions of gamma-ray sources have been accurately
determined by using three or more gamma-ray
detectors timing gamma-ray pulses or “‘bursts.”
These times, accurate to microseconds, deter-
mine direction from the differences in time of
arrival at spacecraft in known positions. Since
19735, scores of gamma-ray bursters have been
located, and there is a diffuse gamma-ray back-
ground all over the sky, indicating many more
distant sources, Solar flares emit gamma rays,
and other stars probably do the same, The
strong gamma-ray sources are probably distant
galaxies, but bursters seem to be in our Milky
Way Galaxy, and are thought to be neutron
stars or black holes with matter falling into
them to produce the bursts. At least six are lo-
cated at the centers of globular clusters.

The major gap in observed spectra, I(A), is
from A=0.08 to 2.5 mm, between the far
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infrared and short radio waves. In the far infra-
red, measurements from high-flying aircraft and
spacecraft show many star-like objects and a few
galaxies that are strong emitters between A =
0.02 and 0.08 mm. In 1983 NASA’s Infrared
Astronomical Satellite (IRAS), cooled by liquid
helium to 16 K, surveyed the whole sky in the
band 9.02 to 0.3 mm, and discovered thousands
of far-infrared sources.

The masses of stars are determined from mo-
tions of double stars, ranging from widely sepa-
rated visual binaries whose relative motions can
be photographed, to close spectroscopic and
eclipsing binaries with orbits calculated from
variations in radial velocity {observed Doppler
shift). Among some 50 pairs, masses of indi-
vidual stars are found from 0.08 to 20 solar
masses, and there is less definite evidence of
others as low as 0.03 and as high as 50 or 100.
{One solar mass is 2 X 10°3 gm.) Over most
of this range the luminosity L is proportional
to M2,

Astrophysical theory has achieved consider-
able success in explaining the spectra of stars by
theoretical models of the atmospheres, involving
the surface temperature, surface gravity, abun-
dances of chemical elements, turbulence, rota-
tion, and magnctic fields. The strengths of ab-
sorption lines are found to fit a *‘curve of
growth,” the relation between measured line
strengths and the strengths predicted by guan-
tum theory for unit abundance of the one ion,
atom, or molecule involved. The theory of
stellar interiors further relates mass M, lumi-
nosity L, and radius R with chemical abun-
dances, the opacity of the material, and the
generation of energy by nuclear reactions. More
spectacularly, it has explained stellar evolution
in terms of changes due to nuclear reactions.

The theoretical models of stellar interiors are
based on stability and two modes of transferring
energy outward to the surface: radiative transfer
and convective transfer. Radiative transfer, by
repeated emission, absorption, and emission of
light, implies a temperature gradient dependent
on the opacity and on the flow of radiative
energy, or L. After calculating the opacity of
gaseous stellar material {about 60 per cent hy-
drogen, 35 per c¢ent helium, and 5 per cent
heavier elements, by weight) at various tem-
peratures and densities, the astrophysicist can
compute the temperature, density and pressure
in shells at various depths inside a star, starting
with a definite radius and surface temperature,
and adding up the shell masses to get the total
mass. At some level, the temperature and density
are sufficiently high for nuclear reactions to take
place, the simplest being conversion of hydro-
gen to helium generating 7 X 10'® ergs of energy
per gram. The rate of energy generation over the
whole inner core must match L, Calculations for
convective iransfer foliow a similar pattern but
depend upon matching the adiabatic gas law for
ovet-all stability. A combined model may have a
convective core surrounded by a radiative shell
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and that surrounded by an outer convective
shell.

The successful fitting of nuclear energy genera-
tion into such gas-sphere models of stars by
1940 led to the idea of stellar evolution, the
conversion of hydrogen to helium in its core
causing a star to age. Direct evidence of this
aging was first obtained from clusters of stars.
The stars in one cluster, relatively close together
in space, are assumed to have been formed at
the same time, and the pattern of sfellar
characteristics differs from one cluster to
another in a systematic way. The pattern is
easily recognized on a Hertzsprung-Russell
(“H-R™) diagram of log L vs spectral type (or
color) on which the vast majority of stars ap-
pear near a diagonal line, the “main sequence”
(Fig. 3).

Several other classes of stars can be distin-
guished by location on the H-R diagram (*‘red
giants,” “‘white dwarfs,” etc.) and theories of

_stellar evelution account for a change in loca-

tion along an “evolutionary track™ for any one
star. The rate of such change will vary in general;
for instance, the large-mass, high-L blue stars are
expected to exhaust their hydrogen in a few
million years, whereas yellow and red dwarfs
remain for billions of years on the main se-
quence. H-R diagrams for clusters confirm the
aging (zlso the theoretical star models and the
assurmnption of cluster origin) and provide evi-
dence of the age of each cluster.
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FIG. 3. This is the H-R diagram for galactic clusters
used by Allan R. Sandage to estimate their relative
ages. The turnoff from the age-zero main sequence
{on which the sun is lacated) is lowest for the oldest
clusters, NGC88 and Mé7. The stars in the upper-
most sequences, such as the red giants of the Perseus
Double Cluster, are intrinsically some 10,000 or more
times brighter than the sun. (From Thorton Page and
Lou W. Page, eds. The Evolution of Siars, in Sky &
Telescope Library of Astronomy. Copyright © 1967
by Mzcmiltan Publishing Co.)
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A large part of astrophysical research is de-
voted to filling in the details of stellar evolution
and the variety of nuclear reactions involved.
For example, after its hydrogen is exhausted,
the core of a giant star contracts and heats up
to a billion degrees; then helium combines to
form carbon, providing a new intense source of
energy, and gas is probably blown off the star.
Later, a small white dwarf remains. The ex-
plosion driving off a large fraction of a star’s
mass probably accounts for supernovae, which
are seen every 100 years or so in our Milky
Way and in other galaxies. One that was seen
to blow up in A.D. 1054 now has a large ex-
panding cloud of ionized gas around it—the Crab
Nebula in Taurus. Near the center is a peculiar
small star thought to be the core of the super-
nova, possibly a neutron star with density (of
pure neutrons) about 10! gm/em3. Such super-
nova remnants (SMRs) are found in other gal-
axies such as the Large Magellanic Cloud {LMC).

In 1968 this was confirmed when astronomers
in England discovered a rapidly pulsating radio
source, the first of about 300 pulsers now
known, one of which is near the center of the
Crab Nebula. By 1970 it was fairly well agreed
that pulsars are rapidly rotating neutron stars
with strong magnetic fields that interact with
surrounding gas to emit a radio pulse on each
rotation. This pulse timing is accurately peri-
odic—1.33730 sec for the first pulsar discovered
—but the pulses measured in different radio fre-
quencies (wavelengths) are out of step, an effect
due to the ionized gas along the line of sight. In
several cases, the period of the pulses (star rota-
tion period) has been found to be increasing by
10-% sec or so each year, showing the “braking”
action of the surrounding gas. (see PULSARS).

The formation of a star starts with gravita-
tional contraction of a large cloud (“nebula™)
of interstellar gas and dust, including matter
ejected from previous generations of giant stars.
The recycling of material back and forth from
nebulae to stars involves changes in composi-
tion—the abundances of helium and heavy ¢le-
ments increasing with time. Since 1954, astro-
physicists have therefore been concerned with
nucleogenesis, the creation of the chemical ele-
ments in stars (or in an early stage of the evolv-
ing universe). Differences in composition of
stars in various locations are now interpreted as
evidence of past star making.

The formation of the sclar system (sun,
planets, asteroids, meteors, and comets} is one
case of star formation studied in great detail by
astrophysicists, geologists and chemists. Radio-
active dating of minerals in the earth, moon,
and meteorites places this event about five bil-
lion years ago when a slowly rotating nebula
contracted, forming earth and planets, but losing
a good deal of its mass in the process. Fraction-
ation of chemical elements and compounds
during the condensation is linked with astro-
physical interpretation of chemical analyses of
metecrites, and lunar and terrestrial minerals.
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Interstellar material in the form of bright
nebulag has been known since telescopes were
first wsed, During the first two decades of this
century, evidence was collected showing less
obvious clouds of dust and interstellar gas in the
plane of the Milky Way, based on the obscuring
and color effects of dust and the spectral absorp-
tion lines of gas (primarily sodium and ionized
calcium). In 1945 the polarization of starlight
caused by the interstellar dust was discovered,
and in 1950 the radio telescope added the
emission by interstellar atomic hydrogen at
21-cm wavelength. This interstellar medium is
now known to extend in a thin, flat slab centered
in the Milky Way. When highly luminous blue
stars are in or near it, the gas is ionized by
ultraviolet radiation, and the resulting electrons
produce emission lines of hydrogen, oxygen,
helium and other elements by recombination
or by electron excitation. In addition to such
“H II regions,” the dimensions of which depend
on the temperature and luminosity of the ex-
citing star and the density of the medium,
astrophysicists have studied more complex neb-
ulae in which the material density varies from
one place to another. The interstellar medium
is often denser near young clusters or individual
blue stars, as expected from the theory of star
formation

Since 1963, radio astronomers have detected
over 50 different kinds of molecules in the in-
tersteller medium, mostly in dark clouds of
dust where light from stars cannot penetrate.
These molecules consist of the most common
atoms, H, C. N, and O; two include sulfur (S),
and one silicon (Si). Absorption lines of CH and
CN were discovered in optical specira of stars
about 1940, and H, in far-ultraviolet spectra
taken from a rocket above the atmosphere in
1969, The study of these molecules is the new
subject of astrochemistry, and involves such
questions as how the interstellar molecules are
formed, what other ones should be there, and
the conditions (density, temperature, turbulent
motions) of the gas. Preliminary estimates are
that most of the & simple diatomic molecules
may be formed by collisions in space; the more
complex ones, such as H>CO,, CH3CN, and
NHaCO, are probably formed on grains of inter-
stellar dust in clouds where the concentration of
hydrogen molecules (H3) is 10%cm? or higher.
These molecules leave the dust grains after com-
bination, but other molecules stick to the dust
until strong light “boils’* them off. Hence dust
grains can deplete the interstellar gas in large
dark nebulae—another process going on in our
Milky Way.

The molecular absorption lines are at slightly
different wavelengths when heavy isofopes
or 130 are involved instead of 1*C or 160, and
the line strengths show the relative abundances,
or “isotope ratios,” which are related to the
source of the interstellar gas. Relative strengths
of different spectral lines from the same mole-
cule show that the excitation temperature in
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instellar clouds is very low—about 3 K, and the
absolute strengths of the spectral lines show
that the density of, for instance, CO is 20 mole-
cules/em?®. Two molecules, OH and H, O, show
maser interaction; i.e., these molecules are ex-
cited so as to “‘pump’” energy into a few se-
lected radio wavelengths, which may come out
of the gas cloud in a single direction.

The whole Milky Way system of stars, nebulae
and interstellar gas and dust is assumed to be in
dynamic equilibrium; that is, the mass distribu-
tion can be calculated from individual motions
under the gravitational attraction of the whole
galaxy, another important part of modern astro-
physics. Since 1920 the dimensions of the gal-
axy have been determined from distances of the
large bright globular clusters and from the dis-
tances of nearer stars. The resulting maodel, a
flat disk with a high-density nucleus {total mass
about 10'! suns) also fits the average motions
of stars within a few thousand light years’ dis-
tance from the sun, and the radial motions of
cold atomic hydrogen out to 50 000 light-years
determined by Doppler shifts in the 21-cm
radio emission line. The stellar motions are de-
rived from statistics of Doppler shifts and
changes in direction, allowing for random in-
dividual motions differing from the general
circulation.

Most of the stars in the Milky Way share in a
circular velocity, ve, around the center of the
galaxy, and the mass distribution is inferred
from the observed change of vy with distance
from the center. The globular clusters and many
other stars appear to move in orbits at high in-
clination to the Milky Way plane, forming a
“halo” around the center having little or no
angular momentum. It thus appears that there
are two populations in the galaxy: *Population
I stars, nebulae, gas and dust in the outer parts
of a thin rotating disk, and “Population II" stars
in the nonrotating halo, probably formed at an
earlier time. A large fraction of Population I in
the disk is in the form of nonluminous inter-
stellar dust and gas, although this interstellar
material is only 10 to 15 percent of the total
mass of the system. During the 1970s, after the
“mass discrepancy” was recognized, several as-
trophysicists assumed the presence of much
more nonluminous material in the hale. They
found some evidence of such “‘dark haloes™ in
other galaxies {(see below), and calculated that
as much as half the mass of a galaxy is in its
dark halo. Efforts have been largely successful
in confirming this assumption for the Milky
Way system.

There is a weak magnetic field between the
disk stars which probably lines up the inter-
stellar dust particles like small magnetic needles,
and this pattern accounts for the polarization of
starlight passing through. The {ield also deflects
moving ions and electrons, and may account for
the energy of very high-speed cosmic rays.
Lower-speed cosmic rays are ejected by solar
[lares, and other stars probably do the same. It
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is possible that these ejecred ions are accelerated
to enormous speeds by the uneven magnetic
field in the Milky Way system. Cosmic rays are
studied above the atmosphere to determine the
relative abundance of different ions, their en-
ergy spectrum, and source. Their energy flux is
about the same as starlight, and they probably
affect the temperature of the interstellar gas.
They certainly produce x-rays and gamma rays
by collisions with atoms and molecules.

The many other galaxies well outside our own
are found to include some {classed as “spirals™)
very similar to our Milky Way galaxy in struc-
ture and internal motions, Others are strikingly
different (classed as “ellipticals™}, probably due
to different conditions of formation. All the
techniques of astrophysics are being applied to
the study of these objects: measurement of
their sizes, lurninosities, colors and masses, their
proportion of interstellar material, the forma-
tion and evolution of their stars, etc. These
physical characteristics are fairly well correlated
with morphologiczl type; the spirals are similar
to our Milky Way, but the ellipticals have al-
most no interstellar material, and are much
more massive for their size and luminosity than
the spirals.

The evolution of galaxies is due to the ageing
of their member stars. This is a slow process,
and no change can be observed during a man’s
lifetime, except for supernova explosions, and
light variations in the nuclei of a few “‘active gal-
axies.” But as we look to more distant {fainter)
galaxies, we are looking back in time, seeing
them at a younger age. This is because faint
galaxies are hundreds of millions of lightyears
away, and the light we see now left them hun-
dreds of millions of years ago. By 1986, it may
be possible to look back more than 5 billion
years, using the new Space Telescope, launched
into orbit then by Space Shuttle. Astrophysi-
cists have traced galactic evolution backwards
and expect that elliptical galaxies were very
luminous 10 billion yvears ago, when their blue
supergiant stars had just formed. They are eager
to confirm this, and alse to observe young spiral
galaxies with Space Telescape.

The mass of a single galaxy can be measured
from the rotational velocity, ve, near the rim
and the radius, R. Then M = vc2R/G, where G
is the gravitational constant, and v, = vfsin i,
where v is measured from the relative Doppler
shift {rim to center), and { is the inclination of
the disk to the line of sight. However, R is
poorly determined because galaxies do not have
sharp rims. Moreover, the observed change of
pe with distance from the nucleus ¢ does not
always follow the expected form of a rapid rise
to a maximum and then a decrease (ve © 1/3/7)
after r includes most of the galaxy’s mass, Dur-
ing the 1970s many such velocity curves were
measured for spiral galaxies, and several showed
no peak; that is, ve remained at its peak value
out to ¢ for the faintest rim stars observable.
This is considered evidence of a spherical dark
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halo—nonluminous material extending almost
to the edge of the luminous disk. Fig. 4 shows
the velocity curve for the Milky Way system.

Another method can be used to measure the
masses of the many galaxies in pairs, one orbit-
ing around the other. In such a pair, M, + M3 =
(vy - v2)28/G, where § is the separation. How-
ever, the inclination of the orbit cannot be
measured, and an average value of M must be
obtained from statistics of many pairs. This
method shows that the average spiral has Mg =
4 X 10'° suns = 8 X 103 gm, while the average
elliptical has 30 times this mass. The luminosity
of either type is 1019 suns, on the average, so a
spiral has about four times as much mass per
watt of light output as the sun does, while an
elliptical has over 100 times as much.

Except for the dark haloes, the mass of most
galaxies seems to be concentrated in their
nuclei, and several of these nuclei appear to be
exploding. The most dramatic is the irregular
galaxy, Messier 82, with jets coming out of the
nucleus (Fig. 5). Doppler shifts in these jets
show that they are moving outward at about
1000 km/sec. A few dozen Seyfert galaxies
have active nuclei that vary in brightness and
show strong, broad emission lines indicating
explosive conditions. Both jets and Seyfert
nuclei, as well as the superluminous quasi-
stellar objects {QUASARS) are thought to be
powered by black holes at the center. The power
comes from mass falling into the black hole at
rates of up to 1 solar mass (2 X 10*3 gm) per
year, Such black holes are estimated to have

mass My, about 102 suns within a radius Ry =
2GMpic? =3 X 1012 cm = 3 X 1075 lightyear,
(This “‘Schwarzschild radius’” Rpg comes from
setting the velocity of escape ve equal to
the velocity of light ¢ in the equation $mue? =
GCmM/R.) With such a small radius (0.01 light-
day), the black hole in the nucleus can vary
rapidly in brightness as gas falls into it.

Galaxies are observed in increasing numbers
at larger and larger distances, roughly in uni-
form distribution, but with marked clustering.
In 1981, a large void was found, about 1 bitlion
lightyears from us in the direction of the con-
stellation Bootes, where astrophysicists can de-
tect no galaxies in a region 300 million light
years across. There is some evidence that com-
pact clusters contain a preponderance of ellip-
ticals; the total number of galaxies in the Coma
Cluster is about 500, of which only a dozen are
spirals. The total mass of such clusters can be
measured by the relative velocities of galaxies
near the edge, and when this was done (first in
1932), astrophysicists were surprised to find
that the cluster mass is 5 to 10 times larger than
the sum of all galaxy masses in it. This mass
discrepancy means that we see only 10 to 20
percent of the material in a large region of
space—possibly in the rest of the observed uni-
verse, as well. The “missing mass™ may be a
thin intergalactic gas or discrete, nonluminous
objects, or due to the fact that many galaxies
have dark haloes and masses 10 times as large
as the ‘“‘average mass’ used. Another possibil-
ity was brought out in 1980, when physicists



101

ASTROPHYSICS

FIG. 5. The irregular galaxy Messier 82, photographed in red light of hydrogen with the 200-inch Palomar re-
flector. The enormous puff of luminous hydrogen gas escaping from the nucleus of this system stretches over
10,000 light years above and below the disk of the galaxy, which is about 20,000 light years across. (Palomar

Observatory Photograph.)

found evidence that neutrinos have a small mass.
Before then, neutrinos were considered to have
a rest mass of zero. Nuclear reactions in the
Sun’s core are spewing cut neutrinos at the rate
of 1038 per second, and more luminous stars do
so at even higher rates. Over the past 15 hillion
years, all space must have been filled with neu-
trinos, although their number levelled off as
the density increased and neutrino pairing be-
gan to destroy them as fast as they are being
created. Light as they are, the large numbers
of neutrinos add up to a mass somewhat larger
than all the visible galaxies, and provide a good
part of the “missing mass” in the universe.

The spectra of distant galaxies alt show large
red shifts which, if interpreted as Doppler shifts,
indicate a recessional velocity preportional to
distance (Hubble’s Law). In fact, the red shift
is used to measure all distances (D) larger than
about 40 million light-years by D = Vp /H, where
H = 17 km/sec/million light years. Starting in
1958, radio astronomers began to survey the
whole sky for faint radio sources, and found
that many galaxies are strong radio emitters.
The most puzzling were faint, starhike {quasi-
stellar) objects, soon named guasars. In 1963
these were found to have very large red shifts,
therefore very far away (up to 5 billion light-
years) and about 100 times more luminous than
the average galaxy. This large energy output is
probably an enormous explosion, lasting but a
brief fraction of a galaxy’s life. At these large

distances, we see now the guasars as they were
5 billion years ago, and it seems likely that
many galaxies exploded at that time (see
QUASARS),

Here astrophysics leads into COSMOLOGY,
based on general RELATIVITY . Observations of
the short-wave (3-mm) radio emission coming
from all over the sky (isotropic) seems to con-
firm the “big-bang’’ cosmological model of the
universe, and to disprove the steady-state theory
which assumes continuous creation of matter.
The isotropic background radigtion with I(X)
matching a black bedy at 3 K, is the remnant ol
the very hot explosion about 20 billion years
ago that sent the galaxies moving outward to
the great distances where we see them today.
Astrophysical evidence for the missing mass in
clusters of galaxies shows that the average den-
sity of matter in the universe is probably higher
than 10728 gm/cm?® so that the space curvature
predicted by general relativity fits the numbers
of galaxies we count at different distances. For
higher density of matter, the predicted curva-
ture is larger, and at the extreme, space “wraps
itself around™ a large collapsed mass so that no
light or radio waves can get in or cut. This
leaves a “black hole” which exerts gravitational
attraction on distant masses, but cannot be
seen—a possible explanation of the missing mass
in clusters of galaxies,
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ATOMIC AND MOLECULAR BEAMS

This field of research utilizes a collision-free
stream of neutral atoms or molecules as they
traverse a vacuum chamber. With 107 mm Hg
pressure in a vacuum chamber, air molecules at
room temperature travel on the average about
300 meters between collisions and move with
an average speed of about 500 m/sec. Between
collisions these molecules are essentially “‘free”
and unperturbed by molecules of the residual
gas or by atoms in the walls of the apparatus,
The mathematical description of such isolated
systems is much less complicated than for denser
gases, liquids, or solids containing interacting
particles.

Since 1911, when Dunoyer proved that a
stream of neutral atoms would remain collimated
in a vacuum, atomic- and molecular-beam re-
search has become one of the most versatile, pre-
cise, and sensitive techniques for studying the
properties of isolated atomic systems and inter-
actions between such systems. Numerous funda-
mental discoveries in beam research have con-
tributed to the present understanding of physical
laws, The earliest experiments (1920) sought the
molecular velocity distribution, which is impor-
tant in the kinetic theory of gases. Atomic diam-
eters {cross sections), van der Waals’ interaction
potentials, and polymer vapor composition were
obtained after later refinements of technique,
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The Stern-Gerlach experiment (1924) demon-
strated the validity of space quantization of
angular momentum and established the electron
spin as 1/2. This historic work placed quantum
mechanics on a firmer foundation and initiated
beam investigations of atomic and nuclear elec-
tromagnetic properties. Although many low-
precision results appeared in subsequent years,
high-precision spectroscopy began in 1937 with
the introduction of the magnetic-resonance
method by Rabi. In this method, transitions be-
tween quantum states separated by an energy hv
are induced by a radio-frequency field of fre-
quency ¥ (k is Planck’s constant}. From the
Heisenberg uncertainty principle, the width of
the rf resonance is small, owing to the long life-
times of the beam gquantum states and to the
ability to irradiate the beam with radio fre-
quency for as long as a few milliseconds along
its path.

Precision atomic-beam measurements have
contributed to many theoretical and practical
developments. The deuteron guadrupole mo-
ment {1939) pointed to the necessity of a tensor
interaction in nuclear forces. The anomalous
electron moment (1949) and the Lamb shift
(1950) in the atomic-hydrogen fine structure
were tesolved by guantum electrodynamics.
Nuclear spins () as well as magnetic-dipole (u}
and electric-quadrupoie () moments have been
important in providing test information for the
shell model {1949} and collective model (1953}
of the nucleus. Atomic hyperfine-structure con-
stants (dipole, 2; quadrupole, b;and octupole, ¢),
which describe the interaction between the elec-
trons and the nucleus, as well as the numerous
constants required to describe a molecule and
its internal interactions, have contributed to the
theory of atomic and molecular structure. The
cesium “clock™ or frequency standard (1952)
represenis a widespread practical application of
beam technology by using the hyperfine-struc-
ture transition at 9192.631770 MHz (Ephem-
eris time) to regulate a quartz-crystal oscillator.
Other frequency standards such as the thallium
clock, ammonia maser (1954), and hydrogen
maser (1960) also employ beam techniques for
guantum-state selection. Very recent, high-
energy nuclear accelerators have been equipped
with atomic-beam sources to produce polarized
protons.

Among nonresonant experiments, beams im-
ringing on solid surfaces produce information on
the wave nature of particles, work functions,
and accomodation coefficients. Charge-exchange
cross sections and interaction potentials are ob-
tained from experiments with crossed beams,
one neutral and one charged. Chemical reaction
kinetics in isolated systems are studied in crossed
beams of two reactants. Precision optical studies
combine beam and laser technigues.

Four individuals have received Nobel Prizes
for beam research: Otto Stern (1943) “for his
contribution to the development of the molec-
ular-ray method and for his discovery of the
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FIG. 1. Hyperfine-structure energies (ordinate)} of an atom withJ = 1/2 and 7 = 112

in an external magnetic field (abscissa).

magnetic moment of the proton™; I. 1. Rabi
(1944} “for his application of the resomance
method to the measurement of the magnetic
properties of atomic nuclei”’; P. Kusch {1955)
“for his precision determination of the magnetic
moment of the electron™; and W. E. Lamb
(1955) “for his discoveries concerning the fine
structure of the hydrogen spectrum.”

A discussion of the energy levels of a simple
atom and of one particular apparatus will illus-
trate the magnetic-resonance technigue. An
isolated atom in an external field, H, has energy
states which are calculable from the Hamiltonian
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Hih (Hz) =4l » J + b (quadrupole operator)
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where some symbols have been defined pre-
viously, &7 = up/{Jite), &7 = Mgf(Ttip), and g is
the magnitude of the Bohr magneton, The first
two terms represent the dipole and quadrupole
hyperfine-structure interactions between the
electrons and nucleus; the last two terms ex-
press the interaction of the electron and nuclear
magnetic moments with the external magnetic
field. Forthe simple case of I = 1/2,7=1/2, b=
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FIG. 2. Schematic of an atomic-beam, magnetic resonance apparatus.
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0, as in the ground electronic state of atomic
hydrogen, the energy levels that anse from dif-
ferent “‘refative orientations” of the nuclear (J)
and electronic (J) spins are shown in Fig. 1 as a
function of the magnetic-field parameter X =
[(-&; + g )uo H]/AW. Here AW is the hyperfine-
structure separation at H=1{0. The levels are
labeled by either the low-field quantum numbers
(F, mg) or by the high-field numbers (my, my),
where F = |l £J|, and the »’s are the projec-
tions of F, I, or J along the field direction.

Of the many magnetic or electric resonance
apparatuses, one specialized type has proved
valuable for measuring atomic properties of both
stable and radioactive isotopes. In Fig. 2, the
“oven” or source, O, may take one of many
forms—a microwave discharge to dissociate gas-
eous diatomic molecules, a closed tantalum
crucible {with an exit slit) heated by electron
bombardment, or one of many other devices
for evaporating atoms. The atoms pass between
the poles of three separate electromagnets (de-
noted A, C, and B, successively, from oven to
detector). The inhomogeneous A and B magnets
have eccentric cylindrical gole tips which pro-
duce 2 field gradient, dH/dZ. In this field, an
atom experiences a force F = tesr(0H/0Z), where
Ueff(= —0W/0H) is the negative slope of an en-
ergy level in Fig. 1. Within the homogeneous C
field, a superimposed rf field induces state
changes. Thus an atom which remains in a single
state [(1, O} for example] is deflected similarly
by the strong A and B magnets and follows tra-
jectory | in Fig. 2. The stopwire, S, shields the
detector from fast atoms and atoms with small
deflections, If, in the C-field region, a transition
occurs that causes the high-field slope (- test) to
change sign [e.g., {1,0)—>(I,-1)],the Aand B
deflections are opposite, and the atom follows
trajectory 2 to the detector D. A resonance is
observed as an increase in beam intensity at the
detector. Values of the constants in the Hamil-
tonian are deduced from the observed resonant
frequencies of the atoms in known magnetic
fields. Some detection methods in frequent use
are:

(a} Deposition on a surface with subsequent
assay by radioactive counting, neutron activa-
tion, or optical means (earliest detector).

(b} Ionization of alkali atoms on a hot tung-
sten wire, and measurement of the resulting ion
current.

(c} Electron-bombardment ionization with
subsequent mass analysis to discriminate against
background gas ions. The beam ions are fre-
quently counted by using electron multiplier
tubes.

(d} Other detectors employing the principles
of radiometers, pressure manometers, thermo-
piles, bolometers, laser fluorescence, and changes
in space charge.
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ATOMIC CLOCKS

Time Standards The concept of time has at
least two distinct aspects: (1) duration (or time
interval), and (2) date. Ordinary clocks can be
used for either aspect, while stopwatches mea-
sure duration only. The concept of date includes
not only the caiendar day but finer subdivisions
as well. For example, a date might be 10:27 AM
EST, November 13, 1982, Both duration and
date use the same set of units; that is days,
hours, minutes, and seconds can refer to either
date or duration,

Almost all clocks have three main parts: (1) A
pendulum or other periodic phenomenon to
control the clock rate; {2) a counting element
to count the cycles of the periodic element just
mentioned; and (3) a display mechanism to dis-
play the current count (i.e., time). Atomic
clocks use natural resonances in atoms or mole-
cules for the periodic part. It is possible to find
natural resonances which are very insensitive to
environmental conditions as well as being in-
sensitive to the detailed construction of the
clock. This allows independent laboratories to
fabricate atomic clocks which agree in rate with
other comparable clocks to within a few parts
in ten to the 14th power.
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The Early Atomic Clocks In 1949, Harold
Lyons at the U.S. National Bureau of Standards
announced the operation of the world’s first
atomic cleck. This clock was based on micro-
wave absorption in ammonia and was stable to
about one part in a hundred million, which was
roughly comparable to the best clocks of that
time (pendulum and guartz).

In the 19350s and early *60s, scientists and en-
gineers investigated various atomic and molecu-
lar resonances as well as various means of ex-
tracting the desired information to run a clock.
In the mid 1940’s, 1. I. Rabi suggested using
cesinm in an atomic beam as a frequency stan-
dard. With innovations due to N. Ramsey, the
essential design of the cesium beam clock was
complete as we know it today, with, of course,
numerous small refinements.

In the mid-’50s, C. H. Townes and others at
Columbia University demonstrated the ammonia
MASER {Microwave Amplification by Stimu-
lated Emission of Radiation). In the early '60s,
N. Ramsey and others developed the hydrogen
maser. This maser is unique in that the hydrogen
maser stores hydrogen atoms in a quartz bulb
for periods of a second or so. This relatively
long interaction time results in a very sharply
defined resonance (i.e., a high @). The hydro-
gen maser has demonstrated the highest fre-
quency stability of any atomically controlled
device for sampling periods out to a few hours.
Even today, hydrogen masers are used in special
applications where this high stability is needed.
Because the hydrogen atoms collide with the
walls of the quartz storage bulb, the hydrogen
resonance is shifted. Varions wall coatings have
been used in attempts to avoid this and other
problems, but so far the hydrogen maser has
not been able to compete with the cesium beam
device for absolute frequency accuracy.

Also in the '50s, scientists and engineers de-
veloped the rubidium gas cell, This device opti-
callty pumps rubidium atoms (contained in a
sealed cell} to a higher energy state, A micro-
wave signal relaxes the atoms to the lowest
hyperfine level in the ground state provided
this microwave signal is suitably close to the
natural rubidium resonance, The resonance con-
dition is sensed typically by monitoring the
light from the optical pumping as a function of
the microwave frequency. A buffer gas is added
to the cell containing the rubidinm vapor to re-
duce the effects of collisions with the cell walls.
The commercial versions of rubidium devices
are less expensive and less stable than cesium
clocks, and typically display a systematic fre-
guency drift. Still there are several thousand
commercial rubidium cells in use today.

The Cesium Beam Atomic Clock In the mid-
*50s commercial cesium beam clocks became
available for the first time, The early versions
were accurate and stable to about one part in
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ten to the tenth. Although expensive, several
standards laboratories used them.

In a joint experiment between the US Naval
Observatory (USNO) and the National Physical
Laboratory (NPL)} at Teddington, England, the
frequency of the appropriate transition in cesium
was measured in terms of the standard of the
second as then defined (the Ephemeris Second).
This experiment involved NPL's laboratory ce-
sinm frequency standard and USNQ’s deter-
mination of Ephemeris time. The experiment
lasted about three years and resulted in a fre-
quency value for cesium of 9,192,631,770 Hz.
The accuracy was thought to be about one or
two parts in ten to the ninth, due mostly to the
difficulties in measuring Ephemeris time, not
the cesium resonance.

In the '60s and "70s competing firms devel-
oped smaller and more advanced cesizm beam
models, Although the basic design remained
about the same, the beam tube was made smaller
and the electronics were reduced greatly in size
with the advances in solidstate electronics, The
performance of cesium clocks was close to the
theoretical limits imposed by the granularity of
the beam (i.e., “shot-noise™), and design limita-
tions such as size, power, and reliability.

Several primary standards laboratories built
laboratory versions of the cesium beam stan-
dard, The basic philosophy was to build a device
which could allow the laboratory to measure
any physical parameter which might possibly
influence the frequency, Experiments were per-
formed to test agreement of theory and perfor-
mance of the standard. The laboratory then
made a final accounting of uncertainties caused
by such things as imperfect knowledge of the
magnetic fields within the beam tube and many
others. The resulting figure is an accuracy esti-
mate of that laboratory's frequency standard.
Historically, the individual accuracy estimates
of the few primary frequency standards in exis-
tence have normally (but not always) been in
accord with the measured differences between
standards. Any disparity never has been really
large,

On Friday, October 13, 1967, the General
Conference of Weights and Measures (CGPM)
announced a new definition of the second:

The second is the duration of 9,192,631,770 pe-
riads of the radiation corresponding to the transi-
tion between the two hyperfine levels of the
ground state of the cesinm-133 atom. [13th
General Conference of Weights and Measures
{1967), Resolution 1.]

International Time Scales Historically, time
has always been closely tied to the position of
the sun in the sky. An ordinary sundial, for ex-
ample, indicates apparent solar time, Keppler's
laws allowed scientists to correct apparent solar
time for the carth’s elliptic orbit and the inclina-
tion of the earth’s spin axis to the ecliptic plane
(the plane of the earth’s orbit). This correction
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is called the “Equation of Time,” and can often
be found engraved on sundials, These correc-
tions amount to as much as plus or minuws 15
minutes during the year. This corrected time
is often called UTO, Universal Time, “‘zeroth”
approximation.

Astronomers discovered that UTO measure-
ments at different observatories were not in
agreement, This disagreement amounted to
about 130 milliseconds and was traced to the
fact that the earth is not precisely fixed to
its axis of rotation, That is, the pole wanders
around within a circle of about 15 meters in
diameter. Of course, the natural response was
to correct time for the wandering of the pole.
This new time was called UTI,

In the 1930s, scientists discovered that UT1
had periodic variations. Although corrections
were applied to UT1l to get UT2, this latter
time scale does not indicate the actual varia-
tions in the earth’s rotation rate nor is it sig-
nificantly more uniform than UT1, Today, one
seldom hears of UT32.

Back near the turn of the century, Simon
Newcombe, at the U8 Naval Observatory, com-
puted a table of future positions of the sun,
moon, and some of the principal planets for
several years in advance., The computations
were based on the best theories available, Such
a table is called an “Ephemeris,” Newcombe
discovered, however, that the various celestial
objects systematically departed from their pre-
dicted positions. He noticed that if the time
were somehow in error, then the tables would
be in good agreement for all of the objects.
Newcombe correctly recognized that the earth’s
rate of rotation was not constant,

The natural response was to use the Ephemeris
backwards. That is, when the sun reached its
predicted position, the time was the value listed
in the Ephemeris, Conceptually, this kind of
time, called Ephemeris Time, is based on the
orbital motion of the earth, and should be more
uniform in its rate than the earth’s rotation,
since the earth can undergo geometrical changes
that alter its rotational rate.

The definition of the second, the unit of mea-
sure in the International System (8.1.) of vnits,
was defined as the fraction 1/86,400 of the
mean solar day (24 X 60 X 60 = 86,400), prior
to 1956, In 1956 the second was redefined as
the fraction 1/31,556,925.9747 of the tropical
year 1900, Since 1967, the definition of the
second has been in terms of cesium, as noted
above.

The definition of the International Atomic
Time Scale {TAI) incorporates the definition of
the second. The formal definition reads:

International Atomic Time (TAI) is the time refet-
ence coordinate established by the Bureau Interna-
tional de 1'Heure (BIH) on the basis of the readings
of atomic clocks functioning in various establish-
ments conforming to the definitlon of the second,
the time unit of the International System of Units.
[14th CGPM {1971), Resolution 1.]
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International Atomic Time is a coordinate
time scale. The reference elevation is mean sea
level and frequency cotrections are applied in
transferring time measurements between labora-
tories. The largest gravitational ‘‘blueshift* is
1. 8 parts in ten to the 13th for the National
Bureau of Standards (elevation 1.7 km). Accu-
rate and precise comparisons of time scales on
an international basis now require relativistic
corrections,

In spite of the importance of TAI, many op-
erations require a time reference tied to earth
position (i.e., UT1}. Unfortunately, the earth is
a poor clock compared to atomic clocks, Still,
earth time is quite important, For example,
small boat owners often use sextants for celes-
tial navigation. For these purposes (and others),
pure atomic time is not useful since it is not
related to earth position. Beginning in 1972,
nations agreed to a compromise time scale be-
tween the needs for atomic time and earth time.
The compromise time scale, called Coordinated
Universal Time (UTC), runs at precisely the
same rate as TAI but offset an integral number
of seconds, When UT1 accumulates nearly an
entire second error relative to UTC, the UTC
clocks are reset one complete second, called a
*leap second.”

The rate of rotation of the earth is variable at
a few parts in ten to the eighth. (Atomic clocks
are almost a million times less erratic.) Unlike
leap years, leap seconds are not predictable yvears
in advance, Since 1972, ¢leven leap seconds have
been added (Fall, 1982) to UTC; bringing the
total time difference to 21 seconds, (TAI was
set to agree with earth time January 1, 1958.)

The official time almost everywhere in the
world is based on UTC, with an integral number
of hours difference for the appropriate time
zone.

Who Needs It? Many of the uses of precise
time are related to distance measurements, In
fact, 2 new definition of the meter is expected
to be in terms of the distance traversed by a
light wave in a specified fraction of a second.
Thus, the cesium beam will be the standard for
both the second and the meter., The speed of
light then becomes a defined constant rather
than a subject for measurement,

At this point, there are probably a few thou-
sand commercial cesium beam devices in opera-
tion. They can be found in television stations,
telephone control systems, NASA tracking sta-
tions, scientific laboratories, standards labora-
tories, and military systems, to name a few, The
Department of Defense is currently developinga
satellite navigation system, called the Global Po-
sitioning System (GPS), which is dependent on
state-of-theart timing systems. Atomic clocks
are essential to the success of the GPS program,

Future Clocks For over 25 years now, the
cesium beam frequency standard has surpassed
all potential rivals, The accuracies specified by
the national standards laboratories have steadily
dropped to finer and finer tolerances. Today’s
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standards (1982) quote accuracies of a very few
parts in fen fo the 14th. Still there are new po-
tential rivals, as well as ideas to improve the ce-
sium beam standard,

The leading candidate in severai laboratories
is trapped ions, The basic idea is to take a num-
ber of ions of socme particular ejement and hold
them in a Penning (or rf) trap. The trap can be
arranged to cause only insignificant frequency
shifts in the ions, and can hold the same set of
ions for extended periods of time. This allows
long interaction times with the interrogating
signal and hence provides very narrow reso-
nance linewidths,

A modification of the trapped ion method
cools the ions to temperatures below one Kel-
vin, The cooling is accomplished by irradiating
trapped ions with a laser set slightly below an
optical transition frequency. The motion of
warm ions will Doppler shift the laser radiation
into resonance with the ion, and the ion will
absorb a photon, At some time later, the jon
will reradiate the photon in a random direction.
The ions thus absorb photons with an energy
bias below the ion’s natural resonance fre-
quency but reradiate photons with no such
bias. The energy imbalance is supplied by the
kinetic energy of the ions—ihus cooling them,

In present atomic frequency standards, the
motion of the atoms cause the primary limita-
tions on improved accuracy. Although a lot of
effort has been expended on attempts to cancel
first order Doppler shifts, significant difficulties
remain. Second order Doppler shifts are also sig-
nificant. Laser cooling may solve both of these
problems.

JAMES A. BARNES
References

Ashby, N,,and Allan, D. W., “Practical Implications of
Relativity for a Global Coordinate Time Scale,™
Radio Science, 14,649 {1979).

Helwig, H., Evenson, K. M., and Wineland, D. J,,
“Time, Frequency, and Physical Measurement,"”
Physics Today, 31, 23 Dec. (1978).

Markowitz, W., Hall, R,, Essen, L., and Parry, J., “Fre-
quency of Cesjum in Terms of Ephemeris Time,”
Phys. Rev. Lett., 1, 105-107 (Aug. 1958).

B. J, Wineland, “Laser Cooling of Atoms,” Phys, Rev,
A, 20,1521 (1979,

Cross-references: ATOMIC AND MOLECULAR
BEAMS, ATOMIC PHYSICS, ATOMIC SPECTRA,
DOPPLER EFFECT, FREQUENCY STANDARDS,
KEPPLER'S LAWS OF PLANETARY MOTION,
LASERS, MASER, MICROWAVE SPECTROSCOPY,
MICROWAVE TRANSMISSION, OPTICAL PUMP-
ING, QUANTUM THEORY, RELATIVITY.

ATOMIC ENERGY

The terms “atomic energy” and *“nuclear en-
ergy’’ are used interchangeably in the contem-
porary literature to mean energy that originates

ATOMIC ENERGY

within the atomic nucleus. Events that release
atomic energy involve basic changes in nuclear
structure and result in the formation of one or
more different nuclides, which may be isotopes
of the original atom or altogether different ele-
ments. The release of atomic energy is thus a
more fundamental process than the release of
chemical energy, which merely involves a re-
grouping of intact atomns into different molecu-
lar forms.

To date, three basic atomic energy mech-
anisms have been exploited in practical applica-
tions: (1) the fission of certain heavy nuclides;
(2) the fusion of certain light nuclides; and
(3) the process of radioactive decay. These will
be discussed in the order listed,

Fission In fission, a heavy nuclide splits into
two lighter and predominantly unstable nu-
clides, commeonly referred to as fission prod-
ucts, with the accompanying emission of severai
neutrons and the release of approximately 200
MeV of energy. Nuclides that readily undergo
fission on interaction with low-energy or “slow™
neutrons (< 0.5eV) are referred to as fissile
materials. There are three primary fissile mate-
riais:

(1)} Uranium 2335, which is a natural constit-
uent of the uranium element and accounts for
0.71 per cent by weight of that element as
found in nature.

(2) Plutonium 239, formed by neutron i-
radiation of uranium 238,

(3) Uranium 233, formed by neutron irradia-
tion of thorium 232,

Uranium 238, which does not undergo fission
on interaction with slow neutrons, does $0 on
interaction with high-energy or “‘fast” neutrons
(> 0.1 MzV). Table | lists representative fission
energy distributions for the four nuclides cited.

A useful rule of thumb is that an energy re-
lease of 200 MeV per fissioning atom corre-
sponds tc an output cof approximately one
megawatt-day of thermal energy per gram of
fissioned matter,

Practical applications of fission are based on
the principle of a self-sustaining fission chain
reaction, 1.e., a reaction in which a neutron
emitted by atom A triggers the fission of atom
B, and one from atom B triggers the fission of
atom C, and so on. For this to be achieved
requires the assembly of a “‘critical mass” of
fissile material, i.e., an amount sufficient to re-
duce the probability of neutron losses to a
threshold value. The amount required depends
on a number of factors, notably the concentra-
tion of the fissile material used and the compo-
sition and geometry of the reaction system,

There are two basic application concepts. One
is the essentially instantaneous fission of a mass
of highly concentrated fissile material in such 2
way as to generate an explosive force. This, of
course, is what occurs in atomic weapons.
Atomic explosives are also of interest in con-
nection with peaceful uses such as large-scale
excavation projects,
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TABLE 1. ENERGY DISTRIBUTION IN FISSION
Quantity of Energy (MeV)
Silow Fission Fast Fission

Type of Energy 35y 239py 2337 2387j

Kinetic energy of fission products 165 172 163 163
Kinetic energy of neutrons emitted 5 6 5 5
Instantaneous emission of gamma rays 8 7 7 7
Beta emission during fission product decay 9 9 9 9
Gamma emission during fission product decay 7 1 7 7
Total®: 194 201 191 1%

2Exclusive of nonrecoverable energy associated with neutrino emission during fission product decay. All num-
bers are rounded to the nearest integer. It should be mentioned that 8 or 9 MeV of additional energy become
available in a nuclear reactor as the result of neutron capture and subsequent gamma-decay phenomena.

The other application concept is that of the
controlled and gradual fission of an atomic fuel
in a nuclear reactor, which may be designed for
one or more of the following principal pur-
poses:

{1} To provide fluxes or beams of neutrons
for experimental purposes. This category of use
includes research and materials-testing reactors.

(2} To produce materials by neutron irradia-
tion. Examples are reactors used primarily to
produce plutonium for atomic weapon stock-
piles or for the production of various radio-
isotopes for use in science and industry.

(3) To supply energy in the form of heat for
such applications as the generation of electric
power, the propulsion of ships or space vehicles,
or the production of process steam.

The first demonstration of a fission chain
reaction was achieved by E. Fermi and co-
workers on December 2, 1942 when the world’s
first nuclear reactor (Chicago Pile No. I) was
successfully operated in a converted squash
court beneath Stagg Field at the University of
Chicago.

The most important application of fission
promises to be in the electric power field. The
basis for this expectation is that, if expioited
efficiently, known and inferred deposits of
atomic fuels represent a potential energy reserve
many times larger than that of the fossil fuels
(coal, oil and natural gas) on which the world’s
electric energy economy largely depends at
present.

By the end of 1981 approximately 150,000
electrical megawatts of atomic power capacity
were in operation, under construction, or
planned for construction in the United States.

Fusion Fusion is a general term for reactions
in which the nuclei of light elements combine
to form heavier and more tightly bound nuclei
with the sirmuitaneous release of large amounts
of energy. In order for this to occur the inter-
acting nuclei must be brought sufficiently close
together to permit short-range nuclear forces to

become operative. This means that one or both
nuclei must be accelerated (“heated™) to veloc-
ities sufficient to overcome the strong electro-
static repulsion that exists between particles
having the same electrical charge. The velocities
required correspond to particle “temperatures”
of the order of tens or hundreds of millions of
degrees, which in turn correspond to particie
energies of thousands or tens of thousands of
electron volts. The term “thermonuclear” re-
actions is reserved for fusion reactions in which
both nuclei are fraveling at high velocity (as
distinct from reactions between an accelerated
projectile particle and a static target nucleus, as
in particle accelerator experiments),

The only practical application of thermonu-
clear reactions developed to date is in thermo-
nuclear weapons (so-called ‘“hvdrogen bombs”)
in which the energy released by a charge of
fissile material serves to create the conditions
required to bring about the reaction of “fusion-
able” materials. The first test of a thermonuclear
weapon, which was the first demonstration of a
man-made thermonuclear reaction, took place
on October 31, 1952 at a U,S. testing site in the
Marshall Istands. Peacefu! uses of thermonuclear
explosives are being studied and have the advan-
tage, relative to straight fission-based explosives,
that problems of radioactive contamination are
greatly reduced. This reflects the fact that the
nuclides formed by fusion are stable and hence,
apart from neutron activation effects, the forma-
tion of radioactive substances is limited to the
fission component of the explosive.

Research has been in progress for two de-
cades on technmiques for controlling the fusion
process as a means of supplying energy for elec-
tric power generation. The thermonuclear re-
actions of primary interest in this context are
the deuterium-tritium reaction:

D+T—=>*He+n+17.6 MeV

and the deuterium-deuterium reactions:
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3He+n+3.2 MeV
D+D\
T+p+4.0MeV

Deuterium is a stable isotope of hydrogen with
a natural abundance of 0.0015 per cent. Tritium
is an unstable hydrogen isotope with a radio-
active half-life of 12.3 years and is produced
from lithium é by the neutron-alpha reaction.
The latter thus represents a relatively expensive
“fuel”’ for thermonuclear reactions; however,
the ignition temperature of the deuterium-
trittum reaction is roughly an order of magni-
tude lower than that of the deuterium-deuterium
reactions and the energy release is greater.

In most controlled fusion systems as presently
conceived, the fuel is in the form of an ionized
gas, or “plasma,” confined by magnetic pressure
within a high-vacuum apparatus. In effect, the
plasma is held in a ““magnetic bottle,” thereby
preventing fuel particles from dissipating heat
in collisions with the physical walls of the appa-
ratus. The objective is to achieve a situation in
which an adequately hot plasma of adequate
density can be magnetically confined for a long
enough intervat of time for the desired reaction
to take place, One approach is to constrict and
confine a high-current discharge of fuel ions and
hold the resulting dense plasma in confinement
while its temperature is raised by adiabatic com-
pression or other methods. Another approach
is to accelerate fuel ions to high energies and
then trap them in a magnetic field, maintaining
confinement long enough for a dense plasma to
accumulate.

In experiments in various experimental de-
vices, the time-temperature-density multiple has
steadily been increased; however, there appears
to be no conclusive evidence that true thermo-
nuclear conditions have been achieved in any
laboratory, Beyond laboratory demonstration
of controlled fusion per se lies the problem of
demonstrating that devices can be designed to
produce more power than they consume and
beyond that lies the problem of demonstrating
the economic feasibility of practical thermo-
nuclear power plants.

The chief incentive tor thermonuclear power
development is the promise of a virtually in-
exhaustible energy source, assuming the ultimate
usge of deuterium as the primary fuel.

Radioactive Decay As radioactive atoms un-
dergo decay by alpha, beta or garnma emission,
heat is generated by the interaction of the radi-
ation with surrounding matter. Devices that uti-
lize this heat to produce electricity are known
as isotopic power generators, Research has been
conducted on a range of such devices for spe-
cialized applications requiring from fractions of
a watt to tens of watts of electricity. Thermo-
electric or thermionic techniques are used to
convert the heat to electricity. At present, iso-
topic power generators are being used on an
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experimental basis in a number of applications
such as navigational satellites, automatic weather
stations and coastal light buoys, all of which re-
quire a compact power source that can operate
unattended for sustained periods (months or
years). In the case of space applications, alpha-
emitting radionuclides such as plutonium 238 or
curium 244 are mainly used ag the fuel. In ter-
restrial applications, the principal fuel used to
date is strontium 90, a beta emitter.

JOHN F. HOGERTON
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ATOMIC PHYSICS

Throughout the twentieth century the study of
atoms, their internal structure and their interac-
tion with electromagnetic radiation and with
other particles has played an important part in
attempts to understand the physical world. The
subject of atomic physics has been the testing
ground of fundamental theories and at the same
time the source of many applications.

The concept of an atom as an indivisible par-
ticle, the ultimate building block of bulk mat-
ter, is attributed to the ancient Greeks. During
the nineteenth century such atoms, of which it
was recognized that there had to be many dif-
ferent kinds, were identified with the chemical
elements of the periodic table, But the era of
modern atomic physics may be said to have be-
gun with two discoveries, that of the electron
and that of the nuclear atom. The idea of the
indivisible atom was to be abandoned.

The first discovery was made in 1897 by
J. J. Thomson, who was able to isolate an elec-
trically charged particle, an electron, and to
measure the ratio of ifs charge e to its mass m.
Following his work it came to be believed that
electrons were constituents of atoms, It was a
little later that R. A. Millikan measured di-
rectly the electron charge itself: this charge e
was the same for all electrons {by convention,
it is taken to be negative}). The two results taken
together led to the concludion, already guessed
at, that the mass of the electron is only about
1/2000 of the mass of a hydrogen atom, the
lightest element in the periodic table.

The second discovery was made by 8ir Ernest
Rutherford in 1911. At his instigation Geiger
and Marsden carried out experiments in which
alpha particles (which are positively charged)
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were scattered from thin foils. The result, very
surprising at the time, that many alpha particles
were scattered through large angles was ex-
plained quantitatively by Rutherford. He con-
cluded that the mass of an atom of the foil is
concentrated in a nucleus whose radius is of
the order of 10-'% m, very much smaller than
the radius of an atom, 10-19 m, and that the
nucleus carries a positive charge Ze where Z, an
integer, is the atomic number appropriate to
the ordering of chemical elements in the peri-
odic table, The model of a neutral atom, then,
is that it consists of a small massive nucleus of
positive charge Ze surrounded by Z electrons,
each of negative charge e, filling a much larger
volume. Electrostatic forces bind the whole
thing together.

However, the nuclear atom, resembling a
miniature solar system, would not be stable
according to the laws of classical physics be-
cause the orbiting electrons, being charged,
would emit electromagnetic radiation in 2 con-
tinuous spectrum of frequencies, lose energy
and spiral into the nucleus. This does not hap-
pen: atoms are stable. It is true that they can
emit radiation, but only when they are given
enough energy, for example when free atoms
are bombarded by electrons in a light source
such as an electric arc. The emitted spectrum
consists not of a continuous frequency dis-
tribution but rather of discrete frequencies
characteristic of a particular atom. Spectro-
scopists working in the nineteenth century had
studied these ‘*‘spectral lines,” many of which
appear as light in the visible region, and had
measured their frequencies with considerable
precision. So more than one difficulty was
raised by the model of the nuclear atom, and
the problem was tackled in 1913 by Niegls Bohr.
He had at his disposal the concept of a “quan-
tum® of energy of radiation which had arisen
in Planck’s treatment of blackbody radiation
and in Einstein’s theory of the photoelectric
effect, A gquantum of radiation has energy E =
hy where v is the frequency of the radiation
and A is a universal constant known as Planck’s
constant, having the value 6.626 X 10-34 JHz"!,
Bohr developed a set of rules which required
the angular momentum of the orbiting electron
in hydrogen to be “quantized,” that is, to have
only integral values in units of #/2x. It followed
that the energy of the atom was also quantized
with the consequence that the frequency of
emitted radiation had to satisfy the relation
hv = Ew - En where £ and By, are the discrete
allowed energies of the mth and nth “energy
levels” of the atom. Bohr’s calculation of the
allowed frequencies in the spectrum of atomic
hydrogen, based on the mechanics of his model,
apreed with precise spectroscopic measurements.
This was a brilliant achievement.

Yet Bohr's calculations only worked well for
hydrogen, the one-electron atom. Further,
there was still no adequate explanation for the
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stability of the lowest energy level nor for the
rate at which radiation would take place when
an atom decayed from a higher level to a lower
one. Even more difficult would be the attempt
to predict in detail what would happen in an
electron-atom or atom-atom collision. Whereas
the idea had already been grasped that a light
wave, through its quantum nature, can have the
feature of a particle, namely localization in
space, what was missing was the equally extra-
ordinary idea that a particle, say an electron,
can have the feature of a wave—a spreading-out
in space, The latter idea was put forward by
Louis de Broglie in 1924: he attributed to a
particle of momentum p a wavelength A = A/p.
Planck’s constant appears again in this relation
and its size is crucial: electrons bound in atoms
have momentum such that their de Broglie
wavelength A is of the order of the size of the
atom. These electrons are only localized to the
extent that they are somewhere inside the atom,
which is now visualized as a nucleus surrounded
by an electron charge cloud having no well de-
fined boundary.

These quantumn ideas were put into mathe-
matical form in 1925, Schrédinger's wave me-
chanics of matter was soon generalized in the
formal theory of quantum mechanics by Born,
Heisenberg, Dirac and others. Quantum me-
chanics, which includes the famous Uncertainty
Principle, is the basis for all calculations of
physical problems in which the magnitude of
Planck’s constant cannot be considered to be
negligible, and by this criterion the theory is
certainly needed to describe atomic physics,
The birth of quantum mechanics has been a
revolution in the theory of physics, and this
revelution has had in its turn a profound influ-
ence on philosophical thinking.

The hope that one now understands the prin-
ciples of atomic physics is one thing, but the
task of making quantitative predictions is
another, for it involves making detailed calcu-
lations which are especially difficult in many-
electron atoms. Fortunately, approximation
methods can be used in treating the forces which
govern atomic structure, at least in simple atoms
with few electrons. The largest forces are the
electrostatic attraction between nucleus and
electrons, and the electrostatic repulsion be-
tween the electrons themselves, These are dealt
with first. Electrons are found to have, in addi-
tion to their charge, an intrinsic angular mo-
mentum (called electron spin) together with an
associated magnetic moment. The interaction
between this magnetic moment and the mag-
netic field which an electron experiences within
an atom is a small perturbation in our hierarchy
of approximations. This effect leads to a “fine-
structure” splitting of the energy levels of an
atom, Even smaller is a “hyperfine-structure”
splitting which arises from the interaction be-
tween the electron and the magnetic moment
with which the nucleus is endowed (the nu-
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cleus, too, has the property of spin angular
momentum).

On the theoretical side the aim has generally
been to calculate the energies of excitation
available to an atom in terms of all the inter-
actions mentioned above, along with other
properties such as the average lifetime of an
excited atom before it decays to a lower energy
state, emitting electromagnetic radiation (typi-
cal lifetimes are of the order of 1078 5), In all
this the role of the modern computer has been
important, especially for many-electron atoms
whose complexity would otherwise present in-
tractable problems. On the experimental side
there have been two main ways of approaching
the study of atomic structure. One is by mea-
suring the frequencies and intensities of spectral
lines (spectroscopy) and the other is by causing
collisions between atoms and particles—electrons
or other atoms, for example. Whereas optical
spectroscopy had been a traditional experi-
mental discipline since the middle of the nine-
teenth century and collision physics began in
the 1920s, both experimental approaches en-
joved the benefits of the enormous technical
advances made during and after the Second
World War,

The ever increasing precision of spectroscopic
methods has had important consequences. One
of these is exemplified by the Lamb-Rutherford
experiment {1950) which is justly famous not
only because it was a tour-de-force of experi-
mental technique but also because it played a
central part in an effort to develop a new and
deeper understanding of physics—always the
primary goal. Lamb adapted the methods of
radio-frequency spectroscopy to measure the
small separation between two energy levels in
the lowest excited state of atomic hydrogen,
a separation subsequently called the “‘Lamb
shift.” Even the sophisticated relativistic quan-
tum mechanics developed by Dirac had not
predicted a Lamb shift. The theory of quantum
electrodynamics (also initiated by Dirac in
1927), in which electromagnetic fields were
taken to be quantized, was needed to explain
the Lamb shift, and it was Lamb’s precise ex-
periment which stimulated efforts to make
accurate calculations from the theory. Quan-
tum electrodynamics is regarded as a striking
success because of its ability to achieve precise
agreement (parts in 10%) between theory and
experiment in the interaction between radia-
tion and matter. The theory is also the fore-
runner of more general quantum-field theories
needed in the attempt to understand elementary
particle physics,

The particular radiofrequency method to
which Lamb’s experiment is related is called
atomic-beam magnetic resonance, This has
been developed by 1. 1. Rabi and his co-workers,
beginning in 1938, and has been very fruitful.
The methed ensures, in an especially elegant
way, that the frequency of the peak of a spec-
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tral line can be measured accurately because the
frequency bandwidth of the line is made very
narrow. Moreover, the atoms, which are made
to travel as a directed beam through a vacuum,
do not collide with each other and so may be
regarded as completely unperturbed by their
neighbors: they interact only with the applied
radio-frequency field. By this method a large
number of measurements, particularly of hyper-
fine-structure splittings, have been made in
nearly all the elements. Such work provided a
body of data on nuclear spins and nuclear mo-
ments at a time when nuclear physicists could
make good use of it in constructing models to
describe the nucleus; the precise measurement
of hyperfine structures also led to a better
quantitative understanding of the behavior of
the atomic electrons when they are close to
the nucleus.

Technological developments soon followed.
The hyperfine structure of the lowest energy
level of cesium could be measured so precisely
and reproducibly that a cesium atomic-beam
apparatus was adopted as a time standard, that
is, the second is now defined in terms of the
frequency of an atomic clock:

Av(Cs)=9192 631 770 Hz.

During this period of prolific activity in the
1950s the maser was invented. The first maser
was made to work by Townes and his colleagues
in 1954 and subsequently many other workers
contributed to the development of various kinds
of maser. This device (the word i8 an acronym
for microwave amplification by stimulated
emission of radiation) relies for its operation on
the maintenance, in a dynamic equilibrium, of a
population inversion in an assembly of atoms:
this means that, given two energy levels of an
atom, there are more atoms in the upper level
than in the lower. In this way it is possible o
make an oscillator tuned to the frequency of
an atomic spectral line. A particular version,
the hydrogen maser developed by Ramsey, has
led to a measurement of the hyperfine structure
in the lowest level of hydrogen which is utterly
remarKable for its precision:

Av(H)=1 420405 751.7662 £ 0.0030 Hz.

An optical analog of a maser, called a laser, was
first made to work in 1960. It is not an over-
statement to say that the laser, in its various
forms, has brought about a revolution in optical
technique. For example, the use of a dye laser,
which is a tunable, nearly monochromatic,
powerful light source, is now widespread in
spectroscopic work. Many new experiments
requiring high resolution and high power have
been performed on atoms and molecules and
many more are likely to be performed during
the 1980s. Just one example of new work is
that on very highly excited levels of neutral
atoms. These so-called Rydberg atoms may be
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tegarded as being very large in the sense that
the outermost electron has a large “orbit” of
the order of 10-% m radius, and they are also
fragile because only a tiny perturbation is re-
quired to ionize them,

The study of controlled bombardment of
atoms (or molecules) by other particles, in
particular electron-atom, atom-atom and ion-
atom collisions, has had a development parallel
to that of spectroscopy. The experiments have
to be most carefully performed because, in
obtaining quantitative results on the behavior
of a variety of atoms undergoing collisions, it
is necessary to distinguish one of several possi-
ble processes from another. For example, elec-
trons used as bombarding particles may be
scattered by atoms, they may excite them, they
may ionize them and they may be captured by
them. Reliable results on the probability of
such events have to be achieved over a wide
range of bombarding energies with good resclu-
tion. Only then can they be used both as a
severe test of the quantum-mechanical descrip-
tion of atoms and as a means of understanding
the collision processes occurring in more com-
plicated environments.

Naturally, refinement of experimental tech-
nique has brought progress in many different
directions, For example, as a result of the pio-
neering work of Dehmelt on ions trapped in
electromagnetic fields it has become possible
to study a single, isolated ion trapped for sev-
eral hours on end—a remarkable feat. Seme
modern work has overlapped other fields: tests
of fundamental symmetry principles and con-
servation laws, often regarded primarily as the
concern of high-energy particle physicists, have
been conducted by means of ingenious experi-
ments on atoms; and close to the interests of
nuclear physicists has been the study of “exotic
atoms,” those containing unstable particles
plaving the role of nucleus or electron, for ex-
ample positronium, muonium, muonic and
kaonic atoms.

Atomic physics is an applied science in the
sense that in other branches of physics it is
necessary to know about atoms. Obviously the
astrophysicist needs to know about lifetimes
and structures of excited states of atoms be-
cause he is trying to learn about a source of
radiation (a star) which is in no way under his
control! Similarly the study of atmospheres,
both planetary and stellar, relies heavily on the
results of collision physics and of spectroscopy
conducted in the laboratory, as does work on
plasmas associated with nuclear fusion. Solid-
state physicists clearly must understand the
atoms which are the components of their assem-
blies of interacting systems. None of these other
fields can be thought of as divorced from atomic
physics itself.

G. K. WOODGATE
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ATOMIC SPECTRA

Fundamental Facts Light from electric dis-
charges in gases shows line spectra due to free
atoms excited by electron collisions. Noble gases
and metal vapors produce almost pure atomic
spectra, while discharges in molecular gases
show both molecular band spectra and atomic
line spectra. Some spectral lines can also be ob-
served in absorption when white light is made to
pass through the gas into a spectroscope. Under
high spectroscopic resolution, all lines are found
to have nonzero width. This is due to random
motion (DOPPLER EFFECT) and disturbing in-
fluences of neighboring atoms, melecules, ions
or electrons (pressure broadening); but even after
allowance for these effects, a spectral line has a
definite, generally very small, width due to radi-
ation damping (natural width). Precision mea-
surement of wavelengths or resolution of very
fine structures requires light sources giving nar-
row lines—discharges at low gas- and current-
density and low temperature—or even atomic
beams at right angles to the line of sight. Con-
finuous atomic spectra are generally weak under
laboratory conditions; in emission, they are due
to recombination of an electron with a positive
jon; in absorption, to the reverse process of
photoionization.

The term atomic spectra includes positive ions,
with the following terminology: spectrum of Na,
arc spectrum, Nal; of Na¥, Na*™, - - - : first, sec-
ond, r + - spark spectrum, or Nall, Nalll, - - - .
Spectra of highly ionized or stripped atoms are
important in astrophysics and occur in high-
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temperature plasmas. Systems with the same
number of elecirons, such as Na, Mg*, Al** show
marked similarities and are called iso-electronic
sequences.

In the ultraviolet, visible or infrared, the spec-
troscope, in the form of a grating or interferom-
eter, measures primarily the wavelength () of
the spectral lines. It is generally expressed in
angstrom units (A) defined as 1078 cm (10 nm)
or, by recent international convention, the frac-
tion 1/6056.12525 of the wavelength of a line of
the isotope 86 of Krypton, in air under standard
conditions. The wave number (¥ or ¢}, the recip-
rocal of the wavelength in vacuo, is measured in
cm™! or kayser (K), or in millikayser (mK). The
frequency v is derived by multiplying by ¢, the
velocity of light in vacuo; in the range of micro-
waves and radio frequencies, ¥ is measured
directly (1 mK = 29,9793 MHz).

In contrast to frequencies, intensities of lines
are strongly dependent on experimental condi-
tions, and special experiments are required for
deriving quantities expressing the strength of a
line as a characteristic constant of the atom.
This can be defined in various forms; the f~value
is a number giving the ratio of the absorptive or
dispersive power of the line to that of the classi-
cal, harmonic electron oscillator of the same
frequency; the transition probability or Einstein
A-value is the probability, per second, of an
excited atom emitting a light quantum.

Hydrogen-like Spectra The spectra of atoms
containing one electron onty (H, He*, Be** - - - )
are very simple if the fine structure is disre-
garded; they form the basis of the classification
and theory of atomic spectra. Balmer's empirical
discovery of a numerical relationship between
the wavelengths of the visible hydrogen lines led
to a formula expressing the wave numbers of all
hydrogen-ike spectra by one constant R, the
charge number Z (=1 for H; =2 for He*, - - - )
and two integral numbers, n, n’ > n:

P=Z2R(1n? - 1n'ty=T, - Ty (1)
A series arising from a sequence of values n' is
characterized by regularly decreasing spacings
and intensities of the lines towards increasing
wave numbers. Substitution of n =1, 2 and 3 in
Eq. (1) with Z = 1 gives the Lyman, Balmer and
Paschen series, in the ultraviolet, visible and near
infrared respectively. The wavelengths of the
Balmer lines, He, Hg and Hy (n’ = 3, 4, 5) are
6562.8, 4861.3 and 4340.5 A. The Lyman o
line, the resonance line of hydrogen, has the
wavelength 1215.74.

The relation of Eq. (1) can be derived theo-
retically by applying nonrelativistic quantum
theory to a model consisting of a point electron
of mass m and charge -e and a fixed point nu-
cleus of charge Ze. In the Bohr-Sommerfeld
theory, this is done by imposing quantum con-
ditions on the classical orbit of the electron;in
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the more rigorous Schrodinger theory, by solving
the wave equation with the assumption of con-
stant energy E. Provided £ <0 (bound state}, it
assumes discrete values, those of the stationary
states of motion or the eigenvalues of the wave
equation, Emission and absorption arise from
transitions between two energy levels E,, Ey,
with the frequency of the light given by

Man' = (En - En)fh (2)

where & is Planck’s constant. Equation (1) is a
special case of Eq. (2), with £n = -hZ2Rcjn?.
Allowance for the motion of the nuclens of
finite mass M causes R to differ slightly for dif-
ferent M it is given by R./(} + m{M) where
Re = 1097373 cm™.

The solution of the SCHRODINGER EQUATION
for a mass point in space leads to 3 quantum
numbers. In polar coordinates, with a force
derived from a central potential ¥(r), the quan-
tum numbers ny, i and m give the numbers of
nodes of the wave function in the range of the
coordinates r, & and y. Intreducing the azi-
muthal quantum number { = |m| + i and the
principal quantum number n = ny +1+ 1, we
find the set n, !, m to have the following mean-
ing: the z-compenent of the angular momentum
is Lz = m#, where i = /27, the square of its ab-
solute value is JL]* = }I+ 1)#?, and the energy
E depends on n and ! only. For the special case
of the Coulomb field V' ~ 1/r, E depends on n
alone: Ep = constant/n?. An energy level En has
to be considered as consisting of a number g of
states of different ! and m. This situation is de-
scribed as degeneracy, and g is the statistical
weight of the level. The degeneracy in m is due
to the central symmetry of the force field and
occurs in all atoms in the absence of external
fields. The degeneracy in { is peculiar to the
Coulomb field in nonrelativistic treatment.

Alkali-like Spectra The spectra of the alkali
atoms and their isoelectronic ions (Li, Na, - - -,
Be*, Mg*, - - - }show lines arranged in series sim-
ilar to those of hydrogen. Their wave numbers
can be represented by empirical relations which
are generalizations of Eg. (1). Series of term
values Tw can be defined in such a way that
Th = 0 for n > o=, and the observed wave num-
bers are equal to term differences Th - T
(Ritz combination principle). In contrast to
Eq. (1), however, there are several series of
terms, so that apart from n, a second index
number { has to be introduced. The term values
Tn.t can then be identified with quantized values
of ~Efch and the index numbers n and ! with
quantum numbers, as implied by the letters
chosen, if we assume that in these atoms one
electron moves in a central force field different
from a Coulomb field. This valency or optical
electron has to be imagined as more loosely
bound than the others and moving in the field
of electrostatic attraction by the core consisting
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of the nucleus of charge Ze and the remaining
Z- 1electrons. At large distances from the core,
the field is like that caused by a single charge e
as in hydrogen. At smaller distances, the optical
electron penetrates into the electron cloud of
the core and experiences an increased attraction.
This picture leads to a qualitative understanding
of the term diagrams and spectra of alkali atoms
as exemplified for Na in Fig. 1, where terms
with I =0,1,2,3,4, - are conventionally de-
scribed as S, P,D, F, G, * + - terms. For any given
1, an energy level is the further below that of
hydrogen (the term value the larger) the smalier
I becomes, because a smaller angular momentum
decreases the centrifugal force and brings the
electron closer to the core. Emission or absorp-
tion of radiation according to Eq. (2) does not
occur for all pairs of levels but is subject to the
selection ruje Al = *1. Transitions from P levels
to the lowest § level form the principal series.
Its lines can also be observed in absorption since
the lower level is the ground level; the first mem-
ber is the well-known yellow resonance line.
Transitions from D} or higher § levels to the
lowest P level form the diffuse and sharp series,
those from F levels to the lowest D fevel, the
Bergmann or fundamental series,

A feature that cannot be explained by this
model is the doublet structure, a doubling of ali
except the § levels, It is due to the fact that the
electron possesses a spin, i.e., an intrinsic angular
momentum S of fixed absolute value given by
IS|2 =s(s + 142, where s=1, and connected
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FIG. 1. Term diagram of Na. Approximate wave-
lengths in angstroms, The doublet splitting of the
terms is not shown.
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with a magnetic dipole moment u. The inter-
action of ¢ with the magnetic field due to the
orbital motion, the spin-orbit coupling, causes
any one energy level of given # and I (except for
[ = 0) to spiit into two levels. They are character-
ized by a new quantum number ; associated
with the total angular momentum resulting from
vector addition of L. and 8. It can have the two
values f =1 * 5y =11 %, Optical transitions are
subject to the selection rule &j = £1 or 0. The
width of the doublet splitting increases with
core penetration and thus with decreasing /; it is
most prominent in P terms. 1t decreases rapidly
with increasing # and increases from Li to Cs. In
the term symbol, j is written as suffix and the
doublet character is indicated by superscript 2.
Forexample, two transitions forming the yellow
resonance doublet of Na are written 3%2S5y,2 -
32P ;5 and 32812 - 3%Py2. The absolute value
of # (= 3 in this case) can be deduced by com-
parison with hydrogen (Fig. 1).

Since for all term values Tn = 0 for n > oo,
the extrapolation of a series Tn =~ Ty’ for '~ o0
gives the term value Tn. If this is the ground
term, ¢ch T is the ionization energy of the atom.
A convenient conversion formula is 8066 cm™!
=1 eV.

Under high resolution, hydrogen-like spectra
are found to have a rather complex structure
known as fine structure (the same name is often
applied to the much wider doublet or multiplet
structures}; it can be explained by a relativistic
velocity dependence of the electron mass re-
moving the degeneracy of states of different /,
and by magnetic spin-orbit coupling causing a
doublet splitting. In fact, these two effects are
related since the spin itself is relativistic in ori-
gin. The theory gives the resuit that a hydrogen
level of given n depends on f only, so that, e.g.,
n=2,1=0,;=4% should coincide withn =2,/ =
1, i = 4. In fact, such terms show a smali differ-
ence known as Lamb shift. Its existence can be
explained by quantum electrodynamics.

A more complete description of the state of an
alkali atom has to treat the core as a dynamicai
system of many particies. This cannot be done
rigorously, but as a useful zero-order approxima-
tion, quantum numbers n and ! can be assigned
to individual electrons; in extension of the sym-
bolism used before, values {=0,1,2 - for in-
dividual electrons are described by small letters
s, p, d -+ ,and the number of electrons of the
same n and /, called equivalent electrons, by a
superscript. Thus two 2p-electrons (7 = 22, i=1)
are said to form the configuration 2p<. The
number of equivalent electrons in one atom is
limited by the Pauli principle to 2(21 + 1}, i.e.,
to 2 for s-electrons, 6 for p-electrons and 10 for
d-electrons. When this limiting number is com-
pleted, a closed subshell is said to be formed.
Thus the 10 electrons of the atom Ne form the
three closed subshells 152, 252, and 2p%, and the
entire atom contains the two closed shells n =1
(1s2) and n = 2 (2522p%), The same applies to
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the 10 electrons forming the core of the atom
of Na.

In a complete subshell or shell the orbital an-
gular momenta of the electrons cancel one an-
other out, as do the spins of the individual elec-
trons; the total charge distribution has spherical
symmetry. In an alkali atom the quantum num-
bers ! and 5 of the outer electron therefore de-
termine the orbital- and spin-angular momentum
of the entire electron structure of the atom. The
ground level of Na, e.g., can be described either
as an s-level or an S-level, since L =/=0.

The classical concept of the core as a rigid
charge distribution is expressed by the assump-
tion that the guantum numbers of the core elec-
trons remain constant during the excitation of
the outer electron.

Other Simple Spectra Helium, and also Li*,
Be**, - - -, have two electrons, and the atoms in
the second column of the periodic table Be, Mg
{also B*, Al*, - - - )} have two electrons outside
closed shells. The analysis of the spectra leads to
two systems of terms, singiets and triplets, with
only weak intercombinations; the § terms are
single also in the triplet system. These facts can
be formally described, in analogy to alkali spec-
tra, by vector addition of the two spins to form
the two possible resultant spin quantum num-
bers § = 0 and |. The first alternative produces
singlets {7 = [}, the second triplets (f =7- 1, 1,
! + |} unless I = 0. This implies a strong inter-
action forming the resultant § of the two spins
and a weaker interaction forming j. The latter
interaction is the same magnetic spin-orbit inter-
action that causes doublet splitting in alkali
atoms, but the former is, in a less obvious way,
due to the electrostatic repulsion between the
two electrons. In all the terms concerned, the
symbol for the configuration shows only one
electron to be excited, e.g., ls2p in He, but
owing to the identity of the electrons, it is not
possible to attribute the excited state 2p to one
particular electron. The situation is analogous
to that of two identical, coupled, linear oscil-
lators showing two normal modes of vibration,
each involving both oscillators in a symmetrical
and antisymmetrical way. Application of Pauli’s
principle to the wave mechanical description of
this two-electron system leads to two energy
states, one with parallel and one with anti-paral-
lel spins, § = 1 and O respectively. Elements in
the subgroup (Zn, Cd, Hg) show similar singlet
and triplet spectra; in the heavier elements, how-
ever, the magnetic spin-orbit interaction is no
longer weak compared with the electrostatic re-
pulsion, and the division into singlet and triplet
terms has a very restricted meaning,

In the elements of the third column, B, Al, Ga,
In, T, the single electron outside a closed sub-
shell produces doublet spectra, but in contrast
to the alkali spectra, the ground term is a P term.

Complex Spectra The assumption that the
quantum numbers n and ! of only one of the
electrons outside closed shells change in emis-
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sion orabsorption of a spectral line forms a good
approximation for most of the strongest spectra
in the optical range, from near infrared to near
ultraviolet, Somewhat arbitrarily but conve-
niently one can define complex spectra as those
in which more than one electron outside closed
subshells assumes a value of } > 0. One then has
to consider the interaction of more than two
angular momentum vectors of orbits and spins,
and a simple interpretation in terms of a vector
model is meaningful only in certain limiting
conditions. Very often, especially in low-lying
levels, a description in terms of the Russell
Saunders coupling scheme (L, S coupling) is pos-
sible because the electrostatic interaction pre-
dominates over the magnetic spin-orbit inter-
action. As a result, we can define rerms, each of
which is characterized by a set of values L, S {or
a multiplicity 28 + 1), and each term is split into
levels, each characterized by a value of j, the
highest of which is equal to L + 5. The classifi-
cation and terminology are obvicus generaliza-
tions of those for two-electron spectra. For con-
figurations of 3; 4; 5 electrons the possible
multiplicities are respectively: doublets and
quartets, singlets, triplets and quintets; doublets,
quartets and sextets, étc. The strongest lines
arise from transitions between terms of the same
multiplicity. Such line multiplets are often rec-
ognizable by their characteristic groupings of
the lines and their intensity ratios. The level
spacings are governed by the interval rule: they
are in the ratio of the j values, e.g., the levels of
;I)S-,?_slm,;,z,”; have spacings in the ratic

Other, often much more complex forms of
coupling occur, especially in the higher levels,
and L and § then lose their meaning. One im-
portant property of any level which always
remains well defined is the parity, and the La-
porte rule states that even terms combine only
with odd terms and vice versa. If the configu-
ration is defined, a level is even or odd if Ef is
even ot odd. As one proceeds to higher levels
or to heavier elements the concept of the con-
figuration becomes less distinct. A given energy
level may still be said to belong to a certain
configuration, but a more accurate description
often requires the inclusion of one or more
other configurations of the same parity in the
form of a periurbation. In other cases the con-
figuration interaction is so strong that even the
lowest approximation has to be based on the
concept of mixed configurations.

Hyperfine Structure (hfs) and Isotope Shift
These structures are usually of the order of
fractions of 1 cm™! and generally require inter-
ferometric methods for their study. Hyperfine
structure is primarily due to the magnetic inter-
action of the nuclear magnetic moment py with
the field produced by spins and orbital motions
of the electrons, A level of given j splits into
hyperfine levels, each characterized by a quan-
tum number F, where F can assume the values
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jtL j+f—1,--- |j—1|. The nuclear spin fis a
characteristic property of each nucleus and has
integral or half-integral values for even or odd
values of the atomic number. The structure of
hyperfine multiplets is similar to that of fine
structure multiplets, with F, 7, j taking the
place of j, 8§, L. However, there is often also an
electrostatic interaction between the electrons
and the nucleus if the nuclear charge distribution
has no spherical symmetry. Deviations from the
interval rule in hyperfine multiplets have led to
the discovery of such nuclear deformations
described mainly by the quadrupole moment Q.
Hyperfine structures in ground states can be
measured very accurately by methods of atomic
beam resonance. Hyperfine structure studies
lead to values of I, approximate values of uw
and O, and accurate values for the ratio of the
two latter for different isotopes.

For different isotopes of an element the spec-
tral lines, or the centers of gravity of their hy-
perfine multiplets, are often displaced apainst
each other; this isorope shift has two quite
different causes. The atomic nucleus, though
heavy, does not stay at rest during the motion
of the electrons, and its mass has a small influ-
ence on the energy levels, thus causing a mass
shift between lines of different isotopes. For
atoms with only one electron such as H or He*,
the effect is fully described by a factor 1/(1 +
m{MY) in the term values. For other spectra this
factor, often referred to as normal mass shift, is
at best a rough approximation; the influence of
the other electrons is rarely negligible and not
easy to calculate. All mass shifts, however, de-
pend on M in a regular, monotonous way for
any given spectral line, and are generally much
smaller for heavier elements. These facts often
allow them to be separated from the more im-
portant field shifts {or volume shifts) which
markedly increase with atomic weight in the
list of elements, a fact pointing to the nonzero
size of the nucleus as a cause. Within the vol-
ume occupied by the nuclear charpe, the elec-
trostatic attraction acting on the electron is
much smaller than that caused by a positive
point charge. This raises the energy levels com-
pared with their fictitious values for a point
nucleus, For any two isotopes, the difference
in neutron number and the resulting difference
in nuclear size or shape leads tc a difference of
the energy levels. In the transition to another
term, a line shift between the two isotopes is
then observed, equal to the difference of the
level differences. The field shift of levels is
particularly large for s-electrons, (/=0), on
account of their high probability density near
the center, and the observed line shift is there-
fore large in lines involving transitions of one
or two electrons from their s-states. Studies of
field shifts have provided valuable information
on nuclear structure, especially the shapes and
sizes of charge distribution and their dependence
on the number of neutrons.
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In the spectroscopy of hyperfine structures
and isotope shifts, a limiting factor is often the
Doppler width of spectral lines caused by the
random motion of the atoms, Cooling of dis-
charge tubes and the use of atomic beams for
absorption or emission of light have often greatly
reduced this effect but rarely quite eliminated
it. The recent development of tunable lasers, in
the form of dye lasers, has opened up new pos-
sibilities by providing the spectroscopist with a
highly monochromatic source of continuously
adjustable frequency and very high intensity,
The possibility of selective and powerful excita-
tion offers obvious advantages for emission
spectroscopy, but the less obvious advantages
for absorption spectroscopy are best explained
by two examples. The absorption spectrum is
scanned by means of the laser whose spectral
width determines the spectroscopic resolving
power. If, instead of the transmitted beam, the
fluorescent light is focused on the detector,
the recorded signal is proportional to the beam
intensity, and the great radiation density of
the laser beam allows the study of very weak
absorption lines, In this way absorption lines
due to two-photon transitions have been ob-
served. These can occur between two atomic
levels of equal parity, of energy E and E', at ex-
actly half the frequency corresponding to the
leve] difference,

v=3(E - E)h

with a probability proportional to the square
of the light intensity, in accordance with the
concept of the simultaneous absorption of two
photons. In the case of Na (see Fig. 1}. Laser
light of wavelength 6022.3 A has been found to
cause_transitions from the ground state 3 28y,
to 5 28172 which were detected by fluorescence
of wavelength 6161 A (5 28yy2 - 3 2Pa3). The
virtual energy level introduced by the theory of
this process half-way between £ and E' is then
slightly below 3 2P; j2. Its closeness to this level
accounts in the theory for the comparative ease
of observing the two-photon absorption. If the
atomic vapor is exposed to two laser beams
traveling in opposite directions, ¢.g., by heing
placed inside the laser cavity, the spectrum
shows a very sharp, virtualty Doppler-free peak
caused by two photons of opposite direction,
flanked by much weaker wings of full Doppler
width due to photon pairs of the same direction.

Of probably wider application is the technique
of crossing a laser beam with an aromic beam at
right angles. In contrast to earlier work it is
now possible to use atomic beams of much
lower density and therefore of much higher col-
limation, since the probability of an atom get-
ting excited during its passage through the laser
beam is close to 1. Such methods of Doppler-
free spectroscopy are proving to be of great
value in work on isotope shift and hyperfine
structure.
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Magnetic and Electric Effects The effects
caused by magnetic fields play a great part in
research on atomic spectra, particularly in mag-
netic resonance methods. An external magnetic
field removes the degeneracy due to the spher-
ical symmetry of atomic force fields and causes
the energy to depend on the magnetic quantum
number #. This leads to the formation of the
Lorentz iriplet or normal Zeeman effect in
singlet spectra and to the more complex struc-
tures of anomaelous Zeeman effects in multiplet
lines. Zeeman effects in hyperfine structures are
especially important for the determination of
nuclear spins. The Stark effect, due to electric
fields, is of somewhat less importance. It causes
the energy to depend on | m | only, thus not re-
moving the degeneracy completely, While mag-
netic splittings are proportional to the field
strength, Stark splittings are generally propor-
tional to the square of the electric field.

Direct Measurement of Hyperfine Siructures.
The optical spectroscopy of hyperfine structures
aims at the determination of a very small quan-
tity (a level difference in an atom) by means of
measuring the difference between two much
larger quantities (wavenumbers or frequencies).
If, instead of these, the small level difference
can be measured directly, as a single, low fre-
quency, one can expect a gain in accuracy on
general grounds; more specifically, since the
Doppler width is proportional to the frequency,
such direct measurements are virtually Doppler-
free. Many hyperfine structures, and also some
other small, spectroscopic effects such as Lamb-
shifts, have been measured in this way to an
accuracy beyond that of optical methods. It
has to be remembered that iscfope shifts can
not be measured by such direct methods be-
cause they are not due to a level difference in
one atom,

Radiofrequency Methods. All hyperfine levels
and magnetic sublevels within a given configura-
tion have the same parity, and electric dipole
transitions between them are forbidden., An
electromagnetic wave can, however, act through
its magnetic field on the spin and orbital mo-
tions and their precession about the direction
of an external field B. Whenever the frequency
of the radiation field equals the Larmor fre-
quency (1/h times the spacing of the energy
levels), transitions m < m £ | can occur, with
equal probability in both directions, and are
described as magnetic resonances. A change of
m implies a change of the component of angu-
lar momentum and magnetic moment along the
direction of B. This field is described as weak,
intermediate, or strong according to its effect
as compared with the hyperfine structure split-
ting. Each resonance point is found by scanning
B at constant frequency. In weak fields, transi-
tions between the magnetic levels of each hy-
perfine level are measured separately and allow
the nuclear spin / to be determined; measure-
ments in intermediate fields involve all values of
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F of the term and yield an accurate value of the
hyperfine splitting for B = 0. The various tech-
niques differ mainly in their methods of detec-
ing resonances.

In the atomic beam resonance method (see
ATOMIC AND MOLECULAR BEAMS) the beam
passes through two strong, magnetic fields hav-
ing gradients of opposite directions, one befoie
and the other after passage through the reso-
nance region with a homogeneous field; the
fields are all in the same dizection. Though the
quantization is different in weak and strong
fields, the total component of the angular mo-
menta of the atom remains the same during its
passage {(mp = m; + mj)}, unless resonance oc-
curs, and the two defiections cancel out. A re-
sulting deflection can thus be used for the de-
tection of resonance.

In the methods of double resonance and opti-
cal pumping, changes of intensity or polarization
of light in emission or absorption are used for
the detection of resonances. These phenomena
depend on the population of sublevels of differ-
ent m within a large assembly of atoms. Since
the Boltzmann factor is close to 1, all these
levels have normally the same population, and
resonance transitions between them have statis-
tically no effect. Absorption of polarized light
in a resonance line, however, causes an anom-
alous population in the excited state, as shown
by the polarization of the fluorescent light,
When a radiofrequency field is applied, reso-
nances in the excited state tend to restore nor-
mal population and can thus be detected by the
resulting depolarization of the fluorescence.
The method is known as double resonance. 1f
circularly polarized light is used in the fluores-
cence experiment, the optical transition always
increases (or decreases) the value of mtom + 1
{or m - 1), according to the sense of polariza-
tion and produces a state of partial orientation
in the excired state. The reemission, in accor-
dance with the selection rules, then shifts the
population in the ground state in the same
sense. A state of partial orientation of the angu-
lar momenta and the magnetic moments has
thus been produced solely by the action of
light, a process known as optical pumping. Such
a state can be remarkably longlived; it can
easily be monitored by the strength of absorp-
tion in the resonance line. Resonances in the
ground state can then be produced and detected
in the same way.

Level Crossing and Quantum Beats. A group
of methods for measuring hyperfine structures
and radiative lifetimes of excited states is based
on the properties of atomic systems in or close
to a condition of degeneracy. A plot of the en-
ergy levels of different m, of any hyperfine state,
as function of B shows 2F + | lines crossing one
ancther at B = 0. Some of the levels arising
from different values of F and differing m also
cross at intermediate fields. Any such crossing
point represents a degenerate system; a transi-
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tion from this to the ground state *‘corresponds™
to a classical, isotropic oscillator. It responds to
a light wave by oscillating in the direction of
the electric vector, emitting light waves of the
appropriate direction and polarization. Slow
changes of B from 0 or from its value at other
crossing points remove the degeneracy and
cause precessional motions of the oscillator,
thereby changing or destroying the polariza-
tion of the fluorescence. This change takes
place when the frequency of precession (E,, -
Em+1)h is equal to the reciprocal of the radia-
tive lifetime of the excited state which can thus
be measured. For zero-field crossing, these phe-
nomena, known as the Hanle effect, are often
used for measuring radiative lifetimes. More in-
formation is gained from crossings at interme-
diate fields. The exact value of 8 for any cross-
ing point can be determined by the very distinct
change of polarization, and this allows the
width of the field-free hyperfine splitting to be
derived; this is known as the method of Jevel
crossing.

In the emission of light from two closely ad-
jacent levels excited by the same source, the
atom passes through a stage during the radia-
tive lifetime 7 when it can be described by a
mixture of two time-dependent functions. This
causes a light emission with an intensity modu-
lation superimposed on the exponential radia-
tive deduy. The emission from different atoms
having different velocities is not optically co-
herent but contains common Fourier compo-
nents of the bear frequency. In excitation by
pulses of duration <<(r these beats can be syn-
chronized and thus made observable, e.g., on
an oscilloscope; they are known as quantum
beats. This time-resolved speciroscopy has
been applied to different kinds of close level
structures, also in beam-foil spectroscopy where
the foil produces the sudden excitation and the
beam provides the time resolution.

Far Ultraviolet and X-ray Spectra Atomic
spectra of frequencies about 1000 times those
of optical spectra have long been known as
characteristic X-ray spectra (see ENERGY LEV-
ELS). Though generally observed in condensed
matter, they are characteristic of the constituent
atoms, only slightly modified by chemical bonds
or crystal structure, They are due to the inner
electrons of the atom which are very tightly
bound by the strong attraction of the nuclear
charge, only partly screened by the other elec-
trons of the same or lower n. The energy of the
inner electrons depends primarily on », as in
hydrogen-like spectra, and in X-ray terminology
one classifies electrons and shells by the value
of n as K-, L-, M, - - - electrons and shells for
n=1,2, 3, . Since the inner shells are filled
in atoms of not too small Z, the absorption
spectrum shows mainly continuous bands, due
to the removal of an electron from one of these
shells, The photoionization energies for elec-
trons of 7 = 1, 2, - - mark the low-frequency
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edges of the K-, L-- - bands. The state of an
atom with a “‘hole” in one of the inner shells,
caused by x-ray absorption or electron bom-
bardment, represents a hiphly excited state of
the atomic ion, It leads to emission of the x-ray
line spectra by transition of an electron from a
higher shell to the vacant state of the inner
shell.

Spectra in the gap between x-rays and the
near ul{raviolet have recently received increas-
ing attention, partly owing to their importance
to astrophysics. Work in this far and extreme
ultraviolet requires vacuum spectrographs, usu-
ally with gratings used at grazing incidence.
Emission spectra of highly ionized atoms
(stripped atoms) can be observed in the solar co-
rona and in stellar nebulae, and in the laboratory
in condensed sparks and high-temperature plas-
mas. Their strongest lines are in the extreme
ultraviolet; e.g., in work ranging down to about
20 A, all the spectra of the isoelectronic se-
quence from Nal {(Z = 11} to Cu XIX (Z =29)
are known. The study of absorption spectra of
neutral atoms has been extended into the ex-
treme ultraviolet, partly by the use of the con-
tinuous background radiation from synchro-
trons. Such spectra are mainly due to two kinds
of processes: either the excitation of one of the
electrons in closed shells, e.g., of one of the
electrons ls, 25, or 2p in Na, or the simul-
taneous excitation of two electrons., A simple
example of the second type is the absorption
series 152 18~ 2snp 1P in He between 206 and
165 A. In both types of absorption spectra,
many lines show a peculiar, strongly asym-
metric profile known as Fenoc profile. It can
be explained by configuration interaction in
the following way. The same energy as that of
the two-electron excitation state 2snp 'P can
be reached from the normal atom by removal
of a single electron with excess kinetic energy,
i.e., the absorption line falls in the range of the
continugus absorption extending towards higher
frequencies from the limit # = oc of the absorp-
tion series 152 1§ - lynp 1P, Configuration inter-
action between the discrete state and the con-
tinuous state of the same energy and parity
causes the anomalous line profile by a kind of
interference effect. The absorption of light
within this line leads either to re-emission of the
same frequency or to nonradiative transition to
the ionized state, a process known as aufeioni-
zation. In x-ray spectroscopy, the analogous
process had been detected by the appearance of
fast, free electrons and is known as Auger effect
(see AUGER EFFECT). The process of autoioni-
zation is closely related to the inverse process
of resonance capture of electrons by ions,

Particle accelerators normally used in nuclear
structure research have been successfully ap-
plied to the optical spectroscopy of multiply
ionized atoms. In a technique known as beam-
foil method, the high-speed ion beam is made
to pass through a very thin foil {usually of car-
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bon) and the spectrum is observed at different
distances from the foil. The rate of decrease of
intensity allows life times of excited states to
be determined. In spite of difficulties due to
cascading processes numerous transition prob-
abilities could be measured in this way. Modu-
lation structures superimposed on the expo-
nential decay are sometimes observed and are
known as quarntum beats. They are due to finer
level structures and can be understood in the
way indicated abaove,

H. G. KUHN
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AUGER EFFECT

Definition and History The Auger effect is
the filling of an electronic vacancy in the atom
by one electron from a less tightly bound state,
with the simultaneous emission not of a photon
but of a second electron from another less
tightly bound state.

Following experiments by Barkla (1909) and
Sadler (1917) in which the number of charac-
teristic K x-rays emitted by material absorbing
higher-energy x-rays appeared to be substan-
tially less than the number of x-rays absorbed
in the X shell, Kossel (1923} suggested that the
remaining vacancies might be filled by a radia-
tionless transfer of the excess energy to an
emitted electron. This interpretation was reiter-
ated by Barkla and Dallas {1924), who observed
an increase in the number of electrons emitted
when x-rays were absorbed. Wilson {1923} had
observed in a cloud chamber, simultanecus ejec-
tion of two electrons from the same atom. It
remained for Auger (1925, 1926} to make sys-
tematic investigations of this phenomenon in
argon. The effect has since been called the
Auger effect, and the ejected electrons have
been called Auger electrons.

AUGER EFFECT

Principal Features Auger showed that:

(1) The photoelectron and its Auger electron
arise at the same point.

{2} The Auger-electron track length is inde-
pendent of the wavelength of the primary
x-rays, but the photoelectron track length in-
creases with x-ray energy.

(3) The direction of ejection of the Auger
electron is independent of that of the photo-
electron.

{4) Not all photoelectron tracks show a coin-
cident Auger track.

Filling of vacancies by the Auger effect can
occur for any vacancy for which there are two
electrons in the atom sufficiently less tightly
bound that a net positive energy is available for
the ejected Auger electron. Because photon
emission 15 more easily detected and has played
such an important role in the development of
quantum theory, it is not generally realized that
Auger emission is much more probable. Only
for vacancies in the K shell in atoms with
afomic number above 32 and in vacancies in the
outer two electron states of an atom does pho-
ton emission dominate. The Auger effect also
occurs after capture of a negative meson by an
atom. As the meson chanpes energy levels in
approaching the nucleus, the energy released
may be either emitted as a photon or trans-
ferred directly to an electron which is emitted
as a fairly high-energy Auger electron (keV for
hydrogen, MeV for heavy elements}. Finally we
note that each Auger process increases the posi-
tive ionization of the atom by changing one
initial vacancy into two final vacancies.

Energy Spectra of Auger Electrons Auger
spectroscopy is the measurement of the num-
ber, energy, and intensity of lines present. The
spectrum of Auger electrons resulting from a
given vacancy is more complex than the corre-
sponding photon spectrum. The energy of the
Auger electron resulting from the filling of a
vacancy V of energy E(V) by production of
vacancies Xj and Y; of energies £(X;) and E(Y})
is E(V - XiY;) = E(V) - E(X:) - E(Y)) - AExiy;,
where AExfy;' can be interpreted as either the
increase in binding energy of the Y; electron
due to an X; vacancy, or vice versa. Experimen-
tal energy determination in Auger spectra then
consists of determining AEx;y; for each transi-
tion. Exact calculation of the number of pos-
sible Auger transitions, their energies, and their
relative probabilities necessitates the use of a
relativistic intermediate-coupling theory. In the
above notation, X and Y refer to the total
quantum number of a group of levels, and i and
j to the individual substates within the group.

At low resolution the Auger spectrum from a
vacancy with initial total quantum number r
always consists of at least three well separated
groups which can be characterized by vacancies
asn-=>hm+Din+t1,rn=>(nt1)(n+m)and
n —+{n + m){(an + m), where (n + m) represents
all final vacancies with total quantum numbers
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greater than or equal to {# + 2}. Thus for an
initial K vacancy we have K-LL, K-LY, and
K-XY groups where X and ¥ stand for all vacan-
cies with quantum numbers equal to or greater
than n + 2 (in this case 3). Similarly, for an L3
primary vacancy we have La-MM, L3-MX, and
L3-XY, and similarly for £, and Lz. But for
the L shell the groups do not appear well sepa-
rated because the Li and L groups overlap
each other and the L3 groups.

When a higher resolution is used each band is
seen to be composed of numerous lines of
which many are ordinary lines resulting from a
single initial vacancy and others are satellites
resulting from wmultiple initial vacancies, mul-
tiple Auger processes, and other complex
phenomena.

Complete interpretation of the ordinary lines
necessitates relativistic-intermediate coupling
which 15 a combination of L-§ coupling (small
binding energies) and j-j coupling {very large
binding energies). As an example of these inter-
pretations we show in Table | the designations
for the K-LL group.

Auger spectra also enable the relative intensi-
ties of the lines or groups of lines to be deter-
mined. At high resolution the K-LL intensities
of all the ordinary lines can be accurately mea-
sured. No theoretical calculation gives the cor-
rect relative intensities for all values of atomic
number but relativistic /- coupling gives quite
good agreement above 80. K-L X and K-XY lines
are less well resolved and theories are less devel-
oped. For L-MM spectra the experimental in-
tensities are much less precise due to the much
lower energies and the overlapping of the bands.
Nonrelativistic L-¥ and j-j coupling theoretical
intensities have been calculated, and crude
agreement is obtained with the former for low
atomic numbers and with the latter for high
atomic numbers. Very little good data exist for
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L-MN and L-NN spectra. Considerable medium
resolution data exist for M and N Auger spectra.

While the global K-Auger intensity is easy to
obtain by integrating under the spectrum, the
total L,, L4, and L3 intensities are difficult to
obtain because of the overlap of the three
bands.

Relative Probability of Auger and X-tay Emis-
sion The evaluation of the relative probability
of x-ray and Auger emission for different initial
vacancies, and the determination of the relative
intensities of various Auger lines constitute one
of the most important aspects of Auger effect
research.

The fluorescence yield, w;, for any initial
vacancy | is defined as the fraction of vacancies
filled by emission of photons. The Auger yield
is defined correspondingly as the fraction filled
by emission of Auger electrons. The Auger
yield is divided into two parts, one (denoted by
a;i} which transfers the vacancy to a level with a
higher total quantum number, and the other
{denoted by fi) which transfers the vacancy to
a lower-energy vacancy with the same total
quantum number. The latter process is called
the Coster-Kronig effect.

For the X shell the following equation holds

l=0.JK +GK.

Although in principle wg (Z) should be readily
calculable, the number of (frequently relativis-
tic) electron wave functions which must be
known for each Z, and the number of permuta-
tions and combinations of these functions
which must be handled in order to calculate
the individual probability of every line and, by
summing, the total K-Auger probability per
unit time, present a formidable problem even
with the aid of a sophisticated computer. The
K fluorescence yield is therefore normally

TABLE 1
LS Coupling Intermediate §~ Coupling
(light elements) Coupling {heavy elements)
K- 282 lSo K—LlLl ]'S[) K—LlLl
1p K-LiL3 'P
1 1Lz 1 KeliL
K- 252 K-L.Ls 3P, 1=2
3Po1a K-L{L3 3P, K~L\L,
) K-L,L3 3P,
So K-L,L, 18, K-LyL,
p K-L,L3y'D
2 2dey "Ly _
K-2p2p K-LyL3 3P parity K-lals
forbidden
3p, K-L3L3 3P
0,1,2 3l3 "y L
K_LSLB 3})2 K 3L3

For K-Auger electrons, measurements and comparison with theory

are extensive.
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found by fitting theoretical expressions for wg
containing empirical constants to the experi-
mental values. For 20 < z < 55, wy is given to
a few per cent by

wx = (1 +7.8 X 105 Z74)1

and somewhat less accurately for 10 <z < 20.
For z < 10 the experimental errors are large
because of solid state and molecular effects,
and the theoretical estimates may also be con-
siderably in error.

For Z > 50 it is better to estimate ag since
relativity has an important effect on eg but not
on wy which is very close {o unity. The follow-
ing equation probably predicts ¢ to 10 to 15
per cent and hence wy to a per cent or better
for z > 50:

ag=[1-(1+7.8X10%5)71)(1+3.5X 107> 22
+3 X 1078 Z4).

For the L shell in the j-j coupling limit the
following equations hold:

| = (g +£13
1=ty +az + fra
l=cw; +ay +fiz +/ 12

In addition, the average L-fluorescence yield
¢y for an atom with an L vacancy, having
probability 7y, ny, and n3 of being in each of
the three subshells, is

wWr = 1 -Tag, =ny{w; +flzw; + flaws
+ f12fzatoz) + nalw, + fzws) + 3wy,

The values of the nine L-shell constants are
much less well known than the two constants
for the K shell. Below atomic number 50 the
¢ are all less than 6 per cent and appear to be
less than 50 per cent for all elements. wj is
given reasonably accurately by

ws; =(1+082X10%Z%)"  Z>65
ws =(1+1.08X 108 274yl  Z>350.

Gy is much less accurately known but the
agreement between theory and experiment is
fairly good. The knowledge of w; is relatively
poor. The Coster-Kronig yields go through sud-
den changes in value as certain transitions be-
come energetically possible or impossible. For
example, L, — L3 M transitions are forbidden
for Z from 50 to 73. Experimental values for
fi13 and f3 have precisions ranging from 5 to
20 per cent, while f;, has only a precision of
about 30 per cent. Agreement with theory is
not very good. The &y and a7 clearly depend
on the type of excitation.

Although initial interest in the Awger effect
arose through creation of vacancies by ejection
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of photoelectrons by x-rays, there has been a
strong recent upsurge in interest in several other
fypes of experimental work which involve
Auger spectra closely:

(1) Vacancies created in radioactive decay.

(2) Vacancies created in electron-ion and ion-
ion collisions in gases.

(3} Auger electrons emitted from the surface
layers of solid targets in ultrahigh vacuum when
the surface is bombarded by electrons up to 3
keV and sometimes by ions.

When radioactive decay occurs, internal con-
version, shake-off, accompanying beta-decay,
and electron capture all create vacancies. In
fact, the only method of studying the relative
probability of orbital capture in the various
shells and subshells of a nuclide involves the
study of the x-ray or Auger spectrum of the
product nuclide. The interpretation of these
spectra necessitates the knowledge of the con-
stants discussed above.

The importance of the Auger effect for radio-
active nuclei, as well as the almost 100 per cent
probability of Auger and Coster-Kronig emis-
sion for the M and higher levels, is indicated by
measurement of the total charge accumulated
by certain radioactive nuclei. For example, a
vacancy produced in xenon 131m by internal
conversion gives rise in some cases to as many
as 21 Auger processes, leaving a xenon ion with
a charge of - 22e.

The highest-resolution Auger spectra are those
from vacancies created in gaseous atoms or
molecules at low pressure by bombardment by
electrons or other ions. Such spectra are partic-
ularly rich in lines (satellites) arising from mul-
tiple vacancies, and their interpretation has con-
tributed to our understanding of the processes
which take place in such collisions.

Since about 1967 there has been great inter-
est in the study of surface impurities by means
of the Auger spectra of solid surfaces in ulira-
high vacuum bombarded by low energy, up to
3 keV, electrons. The experiments are usually
done by modifying a Low Energy Electron Dif-
fraction (LEED) apparatus to provide it with a
retarding grid. By varying the retarding voltage,
an integral spectrum of the scattered and sec-
ondary electrons is obtained. By applying a
small alternating voltage to this grid and tuning
the detector amplifier to twice the frequency, a
very sharp differential line spectrum of scat-
tered and Auger electrons is obtained. Impurity
detection of better than g5 of a monolayer is
claimed in some cases. Although it can be
shown that a deflection-type spectrometer with
an alternating voltage on the detector has in
principle a better signal-to-noise ratio than the
retarding grid, the combination of the latter
with electron diffraction studies of the same
surface constitutes an extremely powerful tool
for the study of surface physics and chermistry.

SHERWOOD K. HAYNES
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AURORA

The earliest auroral descriptions date back to
the Old Testament and early Chinese chronol-
ogies. Up until the Renaissance period, there
was little scientific understanding and most
reports involved superstitious, prognostic, or
religious interpretations. The metaphor “‘aurora
borealis™* seems to have been first used by Gal-
ileo, and many famous 17th-19th Century sci-
entists (including Halley, Descartes, Celsius,
Dalton, Biot, and Angstrom) speculated on the
nature of the phenomenon. However, little real
progress in understanding was made until the
era of polar exploration resulted in systematic
data gathering from high latitude regions.
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The general term ‘‘aurora” {qurore borealis or
northern lights in the northern hemisphere,
aurora australis or southern lights in the southern
hemisphere) refers to the luminous emissions
commonly seen in the night sky in polar regions.
The aurora is much brighter than airglow (see
AIRGLOW), which is a uniform, subvisual lumi-
nosity and is worldwide in occurrence.

Auroral forms typically take the shape of arcs
or bands that align along parallels of geomag-
netic latitude (see Fig. 1), and often exhibit a
vertical striated structure (rays) that align along
the local direction of the earth’s magnetic field
(see Fig. 2). The height of the aurora may be as
low as ~80 km and as high as 300-500 km, but
most auroras occur around 110 km. Because
the extent of auroras commonly exceed the
limited field of view from a ground station,
many of the auroral forms reported from the
ground (arcs, bands, coronas, etc.) are only ap-
parent shapes, distorted by perspective effects.

The aurora occurs in two oval-shaped (nearly
circular) bands encircling the north and south
geomagnetic poles, locating about 25° of lati-
tude from these poles on the night side of the
earth, and about 12° from the poles on the day-
side (see Fig. 3). This instantaneous auroral dis-
tribution is called the “‘auroral oval.” As the
aurora is typically brighter near local midnight,
the region of highest probability of seeing an
aurora is the projection of the midnight sector
of the auroral oval onto the rotating earth; this
is a circular region about 25° latitude from the
geomagnetic poles, called the “auroral zone.”
During periods of geomagnetic storms ({see
GEOPHYSICS) the auroral oval shifts to lower
latitudes (see Fig. 4) and at rare times is seen
aver the tropics.

(b)

FIG. 1. {a) Wide angle photograph showing typical appearance of an auroral arc as seen from the
ground. {(b) Pictures of an auroral arc as seen from space (Spaceled) (R. H. Eather).
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AURODRA

FIG. 2. An illustration of the variety of auroral structures (NASA).

Auroras are observed to occur simultaneously
in the northern and southem hemispheres,
showing remarkably similar shapes and radiances
at opposite ends of the same magnetic field line.
Such aurcras are said to be magnetically con-
Jugate (see Fig. 5).

The auroral light arises from spectral emis-
sicns by atmospheric gases in atomic, molecular
and ionized states. The most important auroral
emissions, and approximate relative radiances,
are listed in Table 1. The strongest emission is
the yellow-green line of atomic oxygen.

The total integrated radiance of the aurora
may vary over many orders of magnitude, and
is often classified on a scale of 1 to 4 called

the International Brightness Coefficient (see
Table 2).

The auroral light is produced by bombard-
ment of the upper atmosphere by energetic
electrons and protons in the energy range of
about one-tenth to tens of keV, with electrons
normally being the dominant energy source.
The energy of the particles determines how far
they penetrate inte the atmosphere, and so
determines auroral height. Because atmospheric
composition changes significantly with height
above the turbopause, the relative importance
of various spectral features (Table 1), and hence
auroral color, also are functions of height. If
auroral radiance does not exceed the color
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JUNE 15, 1975

FIG. 3. A composite of satellite pictures taken over Antarctica near midwinter. The geomagnetic
south pole is marked witk an X, and the geographic south pole with e, Local time is indicated around
the edges of the picture. The active bright nightside aurora is illustrative of a intense substorm; the
dayside aurora is much less intense, and shows a common fanning out of structures from near midday
(8. L. Akasafu).

threshold of the eye (~IBC 2, see Table 2}, the
aurora appears whitish in color. When this
threshold is exceeded (scotopic vision), the
strong aurcral emissions in the blue, green
and red regions of the spectrum (Table 1) can
combine to give a wide range of hues. Typicaliy,
however, bright auroras appear yellowish-green
{557.701), sometimes with blue- (N3} or red
{N,, OF) lower borders, and sometimes with
red upper regions (630.0/636.4 O1). The auroras
seen at low latitudes during large magnetic
storms are often excited by lower energy elec-
trons, giving high red auroras.

The energetic electrons (and protons) that
generate the aurora have their primary source
in the solar wind (see MAGNETOSPHERIC RA-
DIATION BELTS and Fig. 6). (A secondary prob-
able source of auroral particles is the earth’s
upper ionosphere.) Details of the mechanism
whereby solar wind particles gain entry to the
magnetosphere are not clear but probably in-
volve merging of the earth’s magnetic field with
the interplanetary magnetic field imbedded in
the solar wind, It is likely that particles entering
the magnetosphere through the dayside cusp
regions have fairly direct access to the dayside
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FIG. 4. Satellite pictures showing the location of the auroral oval over western Europe for different
levels of magnetic activity, For quiet conditions {left panel) the aurora locates north of the northern
coast of Scandinavia. For weak magnetic activity (center panel), the aurora is seen over central Scan-
dinavia. During moderate disturbances, auroras are seen from southern Scandinavia (right panel} (Air
Force Geophysics Lab, R. H. Eather).

FIG. 5. Photographs taken from aircraft flying under the same magnetic field line in the northern
hemisphere {over Alaska) and the southern hemisphere (between New Zealand and Antarctica). The
pictures are mirror images of each other (auroral conjugacy) (T. Neil Davis).

TaABLE 1. Main Auroral Emissions in Visible Region.

Spectral Region Approx. Relative
Emission {nm} Height Radiance*
0l 557.7 yellow-green 110km 1.
630.0/636.4 red 175 km 1-190
Na+ 15t neg 391.4 violet 110 km 6
427.8 blue 110 km .2
N, 1st pos red 90-100 km 5
N3 2nd pos violet 90-100 km 1.
02+ Lst neg yellow-red 90-100 km .
H Balmer 486.1 H, 656.3 H 120 km .1

*Radiance refers to an emitting surface and is not strictly the correct
term in this context. Aurcral “radiance’ is actually an integrated column
emission rate, and is often guoted in units of Rayleighs, where 1 R = 10'°
photons m™? (column) sec.
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TABLE 2. Awuroral Radiance* Classification,
International 557.701L Approximate
Brightness Column Emission Description of Luminance
Coefficient Rate (kR)* Brightness (ft Lamberts)
1 1 Milky Way 10-4
2 10 thin moonlit cirrus 10-3
3 100 moonlit cumulus 102
4 1000 provides ground illumination 10-!

similar to full moenlight

*See note at bottom of Table 1.
NoOTE:
for IBC 3 aurora.

ionosphere and generate dayside aurora. These
precipitating particles are typically low energy
(0.1-1 keV) and generate weak, reddish aurora
{often subvisual) at heights of 2150 km. The
particles generating the more intense nightime
aurora have higher energies {(~1-10s keV) and a
source region in the plasma sheet. The accelera-
tion mechanism required to energize the solar
wind particles to keV energies have not been
definitively identified. Some energization prob-

Approximate photographic exposure required (fl.4 lens, ASA 400) is 1-2 secs

ably occurs by magnetospheric electric fields
that drive particles from the flanks of the mag-
netosphere to the plasma sheet region, and ad-
ditional (possibly primary) energization by field
aligned electric fields has been discovered at
low altitudes (10-15,000 km} above the guroral
ovals.

The guroral oval displays considerable dy-
namic behavior on a time scale of the order of
hours (Fig. 7). Periodically, intense auroral

FIG. 6. Sketch showing the main particle region in the magnetosphere. The nighttime aurora occurs
at the base of magnetic field lines that thread the plasma sheet. Dayside auroras occur at the base of

the polar cusp fietd line {G. Paschman).



AURORA

FIG. 7. These fisheye pictures show the complete sky, and illustrate how auroral forms may rapidly
change during a substorm. This sequence shows changes over a 10 min, pericd of substorm development

{R. H. Eather).
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brightenings appear in the midnight region, fol-
lowed by a characteristic poleward expansion in
the midnight sector, westward travelling surges
in the evening sector, pulsating forms in the
morning sector, and equatorward shifts of day-
side aurora. This sequence of events, lasting
1-1 hour, is called an auroral substorm. The
frequency and intensity of substorms increases
during worldwide magnetic storms. The trigger-
ing process that initiates this substorm sequence
is not yet identified. The uncertainties concern
whether it is an internal (to the magnetosphere)
relaxation process that suddenly releases stored
energy in the tail, or whether the process is ex-
ternally driven by fluctuations in the solar wind.

There are many phenomena associated with
the aurora other than the visible light. The
auroral ovals carry large electric currents (the
auroral electrojet) that represent closure paths
for large-scale magnetospheric current systems.
These currents have strong magnetic effects at
ground level. Ionization in the aurora results in
radio-wave reflections at lower frequencies and
absorption and scintillations at higher frequen-
cies, Electromagnetic emissions from the aurora
include x-ray, ultraviolet and infrared, vIf, radio-
wave, and ulf emissions. Auroral heating leads
to a wide variety of chemical changes.

The aurora is the only visible manifestation
of the dynamic electromagnetic environment
around the earth. This facilitates coordinated
experiments between ground-based and satel-
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lite based detectors. It is such coordinated ex-
periments, between ground station arrays and
multiple satellites both inside and outside the
magnetosphere, that will eventually result
in definitive answers to three very important
unanswered questions—what is the entry mech-
anism{s) for solar wind particles into the mag-
netosphere;, what is the acceleration mech-
anism{s) inside the magnetosphere; and what
triggers and drives the substorm process?

ROBERT H. EATHER

References

Chamberlain, J. W., “Physics of the Aurora and Air-
glow,” Academic Press, New York and London,
1961,

Eather, R. H., “Majestic Lights—The Aurora in Sci-
ence, History and the Arts,” Amer. Geophys. Union,
Washington, D.C., 1980.

Omholt, A, “The Optical Aurora,” Springer-Veralg,
Berlin-Heidelberg, 1970.

Vallance Jones, A., “Aurora,” D. Reidel, Dordrecht-
Holland, 1974,

Cross-teferences: AIRGLOW, ELECTRICAL DIS-
CHARGE IN GASES, GEQPHYSICS, IONOSPHERE,
MAGNETIC FIELD, MAGNETOSPHERIC RADIA-
TION BELTS, PLASMAS, SOLAR PHYSICS, SPACE
PHYSICS.



B

BETATRON

A betatron is a particle accelerator which uses a
sustained induced voltage to accelerate charged
particles to full energy during the whole period
of acceleration of the particle. Since this methed
of acceleration seemed most applicable to elec-
trons, the name betatron was used to indicate
that it was the agency for producing high-speed
electrons. The accelerating action in a betatron
is similar to the action of an electrical trans-
former in which a high-voltage winding of many
turns is used. In a transformer, the voltage can
be stepped up from a primary voltage ¥, to the
secondary voltage V5,

Vy = ViNa [N,

where N, is the large number of turns of the
secondary coil and N, is the small humber of
turns in the primary winding. For example,
diagnostic x-ray transformers producing high
voltage, such as 100 000 volts, have very many
turns of fine wire and consequently raise the
primary voltage by a large factor.

The accelerating or voltage generating struc-
ture of a betatron is really a transformer; particle
guiding, or focusing, magnets are arranged
around the transformer core where a secondary
winding might be put. A toroidal vacuum vessel
is placed between the poles of the focusing
magnets so that electrons can travel hundreds
of thousands of times around the core. Each
time the electron circulates around the core it
acguires an energy equivalent to the voltage
which would have been induced in one turn
of wire at that instant, The very long path re-
quires magnetic and electrostatic field errors to
be small, particularly when the particles are
starting at low speed and are perturbed by small
magnitude field errors.

In order to guide the electrons the focusing
magnet can be such that its magnetic field de-
creases with increasing radius. Then the lines of
force going from pole to pole bulge outwardly
across the orbital plane, This provides forces,
which are always perpendicular to the field line,
which have a component directed back toward
the orbital plane in case the particle strays away
from this plane, This bulging field is also used
for vertical focusing cyclotrons, However, it is
necessary that the magnetic field decrease less

rapidly than 1/r, where r is the radius of the
orbit. If this latter requirement is met, the radial
focusing will be insured; the required centripetal
force to hold the particle in the circle going
arcund the core decreases as 1/r. Consequently,
if the magnetic force decreases less rapidly than
this, it will be too strong at large radii to permit
the orbit to remain circulating at a large radius,
and it will be too weak at small radii to main-
tain the particle circulating at a small radius.
The particle thus will oscillate about the so-
called eguilibrium orbit radius when the mag-
netic force has the right value to supply the
required centripetal force, The axial or radial
oscillations of the particle about the equilibrium
orbit are called betatron oscillations, and this
name appears in the scientific literature refer.
ring to particle motions and focusing in other
accelerators,

[t is possible to use “strong focusing’’ magnets
with much more rapid variation of magnetic
field with radius to provide axial and radial
focusing, In this case a succession of strong
focusing and defocusing magnets must be used
which alternately focus vertical {axial} and
radial motion. The net result is a focusing
action, just as for optical lenses, Such magnets
are called alternate gradient focusing magnets,
and their value is that they can limit the ampli-
tude of oscillation of a particle about the
equitibrium orbit to a very small size. This
makes possible very large circumference high
energy accelerators without immense magnetic
guide field spaces. For example, the magnets
for the large synchrotrons at CERN and at the
Fermi National Accelerator Laboratory provid-
ing energies of several hundred GeV are such
alternate gradient magnets; but in these acceler-
ators the acceleration is not done by a continu-
ously rising betatron flux within the orbit. In-
stead, small transformer cores which operate at
radio frequencies link the orbit so that whenever
the particle returns to the vicinity of the core
the flux is rising in the direction to accelerate
the particle, Thus the extremely large iron core
of a betatron is not needed.

The usual betatron has a focusing magnetic
field which rises proportionately with the
increase in the transformer’s magnetic flux
within the orbit, Thus the guiding field increases
proportionately with the momentum gained by
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FIG. 1, The 320 MeV betatron at the University of {llinois near completion. The six guide
field magnets placed around the central leg of the big accelerating core would form a syn-
chrotron if a radiofrequency accelerating cavity were used for acceleration instead of the
transformer. 5 watts of x-rays were produced by this accelerator, The light radiation loss
from the revolving 320 MeV electrons was nine percent, which had to be made up by extra
flux driven through the core. The original 2-MeV typewriter-size betatron, if made in the
image of this 320 MeV betatron and biased, would be the size of a match box.

the transformer action, and it provides sufficient
magnetic force to hold the particle at a constant
radius,

The first betatron of this type produced 2 MeV
and radiation equivalent to 2 grams of radium,
It is now in the Smithsonian Museum in Wash-
ington, D.C. This accelerator is the size of a
typewriter, The largest betatron (see Fig. 1)
could generate beams of 320 MeV. The x-rays
and electrons from it were used for experiments
to produce mesons and numerous nuclear disin-
tegrations. At such energies circulating electrons
radiate an important fraction of their energy as
light, This is a limitation on the use of betatron
action for very high energy electrons, but syn-
chrotrons are better able to make up thisenergy
loss. The most commonly used betatrons are
for 25 to 35 MeV, These provide x-rays of
maximum penetration in iron for industrial
radiography, and they provide x-rays and elec-
trons with optimum depth dose characteristics
for x-ray or electron beam therapy of the human
bady.

The intensity of radiation from the medical

or industrial betatrons is of the order of 100 to
200 roentgens/min at a meter from the target
for x-rays, With the extracted electron beam,
the ionization doses would depend on how
widely the electrons are spread at the point of
treatment, but comparable doses are obfained.
The large 320-MeV betatron at the University
of [llinois, which is shown in the figure, produced
intensities of the order of 20 000 roentgens/min
at a meter or other terms, of the order of 5
watts,

There are possibilities for increasing the inten-
sity of radiation from betatrons, One is the
fixed-field alternating-gradient betatron (FFAG
betatron). In this case, the focusing field is con-
stant in time, and the particle orbit can be
caused to spiral either outwardly or inwardly
with increasing energy to the high field region
of the direct current magnet or permanent mag-
net poles, The electrons can thus be injected
and accepted by the guide field continuously;
and with a transformer accelerating core with a
sinusoidal flux variation a beam of x-rays could
be produced about 20 percent of the time.
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Betatrons with time-varying focusing fields just
give one pulse every cycle of the transformer
core, and the pulses are only of the order of a
microsecond duration, Because of the large
duty factor available with FFAG betatrons, it
should be possible to achieve intensities of
10 000 watts of electrons, Although FFAG
combination betatrons and synchrotrons have
been made, full advantage has not been taken
of a large duty factor achievable by incorporat-
ing a full-size transformer core within the beta-
tron orbit,

Another possibility for increased intensity is
operation at a higher frequency or loading each
¢ycle with more electrons, Medical and indus-
trial betatrons are filled to approximately their
space-charge limit at the injection energy of
about 60 000 volts, But as the energy increases
the space-charge limit rises because the beam’s
rising current magnetic pinching of itself coun-
teracts its space-charge repulsion. Af relativistic
energies the limit on current is very high--hence
injection at higher energy allows much more
current to be held in the guide field, Some at-
tempts at holding high currents in large aperture
guide fields have beer made,

In the case of the conventional betatron with
constant orbit radius, the relation between the
strength of guiding field and total flux change
within the orbit can be found as follows:

The momentum of the particle in the orbit

€
= —BR
¢

while the rate of change of momentum

g _
d

ek

where ¢ is the charge of the electron, ¢ is the
velocity of light, B is the magnetic field in
gauss, R is the radins in centimeters, and £ is
the electric field in electrostatic units.
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is the electrostatic volts per turn, where & is the
fiux linking the orbit. Combining the last two
equations
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Thus, after a lapse of time
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Combining this with the first equation yields

IMRIB=D0y - b,.

BIOMEDICAL INSTRUMENTATION

Thus the flux change within the orbit during
acceleration is twice as big as the flux would be
if the flux density £ were uniform within the
orbit. Therefore, the transformer core must be
adjusted so the proper excess flux provided
within the orbit meets the conditions of this
last relation if the orbit is to be at a constant
radius, the assumption made in the above
derivation.

The flux condition allows the core of the
transformer te be biased with $;, reversed
compared with ®,. Thus the iron in the trans-
former can be started at —-16 000 gauss and
reversed to +16 000 gauss while the orbit field
B goes from zero to its maximum value, Biased
betatrons are thus much smaller than unbiased
betatrons.

D. W. KERST

Cross-references: ACCELERATOR, PARTICLE; AC-
CELERATORS, LINEAR,; ACCELERATORS, VAN
DE GRAAFF; CYCLOTRON; SYNCHROTRON.

BIOMEDICAL INSTRUMENTATION

This article is restricted to examples of physical
measurements on humans which are useful in
the diagnosis and management of disease, It
ignhores measurements of physiologic variables
for research purposes, measurements in other
animal species or in plants (for crop manage-
ment, for example), and measurements based
primarily on chemical processes, It also excludes
devices to augment patient function, such as
artificial organs, limbs, and other prostheses.
Many measurements involve the use of a trans-
ducer to convert some physical variable into
another variable more easily sensed by the ob-
server, Often the transducticn process involves
an electrical signal as an intermediate stage,
because of the ease with which such signals can
be processed (amplified, filtered, etc,). An ¢lec-
trical intermediary is not always required: blood
pressure is measured with a cuff and stetho-
scope, and x-rays blacken a photographic film,
Meagurable mechanical quantities which may
be useful are displacement, velecity, accelera-
tion, force or pressure, Pressure within the eye
is measured (ionometry) by determining the
force required to flatten a defined area of the
cornea. The blood pressure maximum (systole)
and minimum (diastcle} can be measured with
the familiar cuff and stethoscope. Measurements
of blood pressure as a function of time are usu-
ally made with catheters inserted in an artery,
These either have a small pressure transducer at
their tip or contain fluid which transmits the
pressure to an external transducer, Recently,
schemes have been developed which measure
the blood pressure changes noninvasively by
applying a time-varying external pressure which
unloads the arterial wall {Wesseling; Yamakoshi).
The classical instrument for measuring respi-
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ratory flow is the water spirometer, A bell jar,
balanced by a counterweight and closed at its
lower, open end by a water seal or bellows,
moves up and down as the patient breathes into
the space it encloses, Movement of the bell jar
can be related to volume changes in the lung by
using the gas law. Flow rate is the time deriva-
tive of the lung volume, Pneumotachometers
measure flow directly. Some prneumotachom-
eters use a small turbine in the air stream; others
measure the pressure drop across a section which
offers a fixed resistance to the air flow. Still
other models measure the convective cooling of
a hot wire by the flowing air.

Thermal and dye dilution techniques are used
to measure cardiac output, For thermal dilution,
catheters are threaded through a vein into the
right atrium and the pulmonary artery, A known
amount of cool liquid injected into the right
atrium warms up as it passes through the right
ventricle into the pulmonary artery. The time
constant for warming can be related to the flow
rate from the heart., Cardiac output can be
determined by a similar mathematical analysis
when a dye or a radioactive isotope spreads
after it is injected,

The most obvious application of acoustics is
in the diagnosis of hearing disorders. Audio-
grams show the threshold of sensitivity of the
ear to tone bursts of different frequencies, Mea-
surements of the acoustic compliance of the ear
drum as external air pressure is changed (tym-
panogram) can be used to distinguish different
problems in the middle ear. Evoked response
audiometry or quditery brainstem response
records small electrical signals from the scalp
due to audible stimuli. Because these signals
have an amplitude of about 100 nV and are
masked by other signals of about 50 pV, the
signal must be extracted by averaging over many
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» stirnuli, The amplitude and time delay of the
various components of this signal provide diag-
nostic information (Thornton).

Ultrasound is used extensively as a diagnostic
tool. The basic pulse-echo technique detects
discontinuities in acoustic impedance at ana-
tomical features and locates them by the time
required for the echo to return to the trans-
ducer. Two-dimensional maps are made by
recording the direction in which the transducer
points along with the echo time. By pointing
the ultrasound beam at the heart, motion of the
heart wall and valve leaflets can be recorded as
a function of time, The Doppler effect is also
exploited in ultrasonic diagnostic to measure
the velocity of the reflecting surface. Detecting
only moving interfaces improves the signal-to-
noise ratio for monitoring fetal heart or lung
movement, The magnitude of the frequency
shift when ultrasound is scattered from red cells
is used to measure blood flow, Details of various
ultrasound techniques can be found in the
references by Wells,

One frequently measures directly the electri-
cal potential difference between two points on
the body. Various kinds of measurements are
shown in Table 1. These potentials arise be-
cause the interior of a cell is normally at a
potential of 70-90 mV less than the outside,
As a nerve cell conducts or a muscle cell pre-
pares to contract, the cell depolarizes and the
interior becomes more positive than the outside.
The resulting currents flowing in the body give
rise to potential differences at the surface,
{These currents also produce magnetic fields
which can be measured with SQUID magnetom-
eters (Wikswo; Geselowitz)).

The measurement of these potentials requires
great care in the design of the electrodes, It is
necessary to minimize battery effects (polariza-

TABLE 1. Measurements of Electrical Potential Difference Between Points on the Body.

Frequency
Measurement Source or Stimulus Measurement Amplitude Response
Electroencephalogram  nerve activity in the brain electrodes on scalp 10-100 gV 0-100 Hz
Electrocardiogram muscle activity in the heart surface electrodes on the I1mV 0-100 Hz
limbs and chest
Electromyogram electrical activity in needle electrodes I mV 10 Hz-3 kHz
skeletal muscles during surface electrodes S0 uV
contraction; motaor and :
sensory nerve cenduction
Electroretinogram flash of light cornea to lid 200-500 u¥V  1-600 Hz
petiodically moving pattern 10 uV  05-100 Hz
Electrooculogram eye movement skin on nose and temples, 1V  0-10Hz
or corners of eye
Visual evoked response  flash of light; changing scalp electrodes over visual 1V 1-600Hz
pattern (occipitat) cortex
Auditory brainstem sound stimulus scalp 100 nV 50 Hz-2 kHz

Iesponse
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tion) and spurious signals which can be gener-
ated in the outer layers of the epidermis (Web-
ster; Plonsey).

The principles of geometrical optics are used
in ophthalmology to examine the eye and deter-
mine errors of refraction. The ophthalmoscope
works on the principle that an object at the
focus of a lens produces a beam of parallel
rays. If both the patient and examiner have
normal vision and the patient’s retina is illumi-
nated, the parallel beam of light emerging from
the patient’s eye will be focused on the retina
of the examiner, A laser, used as a flying-spot
scanner, has been used to produce raster images
of the retina (Webb). Total internal reflection
has made possible fiber optic endoscopes which
are guite flexible and which can be used to
examine the patient’s colon, stomach, lungs,
urinary bladder, etc., with much less discomfort
than with the old rigid-tube instruments. Moiré
patterns have been used to record body surface
contours,

The most widespread use of lasers in medicine
has been for photocoagulation, which is cutside
the scope of this article. Speckle patterns have
been used for refracting the eye. Holographic
techniques have been suggested for the diagnosis
and quantification of glaucoma,

The use of x-rays, nuclear radioactivity, and
ultrasound for diagnosing and treating patients
is called medical physics in the United States.
Conventional radiography measures anatomical
features by using a point source to cast a shadow
of the patient on a sheet of film. X-ray photons
of 60-80 keV are used so that the photoelectric
effect, which depends strongly on atomic num-
ber, will help separate bone from soft tissue, It
is often necessary to introduce contrast agents
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of high atomic number into the esophagus,
stomach, bowel, kidneys, blood wessels, or
hepatobiliary tree, in order to visualize the
anatomical features.

Tomography (Greek tomos: a cut or section)
has been used to blur all but one plane within
the body by pivoting both the camera and the
film around a peint in the plane of interest.
Computed tomography produces genuine sec-
tions by reconstructing a function f{x, v) from

a series of projections Fix)= ff(x, ¥ydy taken

at many angles through the body (Fig. 1). In
transmission tomography, the attenuation of a
pencil beam of x-rays is measured, and the
function f{x, y) is the x-ray attenuation coeffi-
cient (Pullan). Emission tomography measures
the v-rays emitted by a radicactive pharmaceu-
tical agent distributed along a line through the
boedy, and f{x, y) is the concentration of the
radioactive substance.

Ultrasonic tomography is also being devel-
oped. For ultrasound f{x, ¥) can be the recipro-
cal of the velocity {if F(x) corresponds to the
propagation delay of a pulse} or f{x, ¥) can be
the ultrasonic attenuation coefficient. The
analysis is complicated by the fact that ray op-
tics is not a good approximation to the propa-
gation of the ultrasound,

Digital radiography uses electronic detectors
similar to those used in computed tomography
to record a two-dimensjonal projected image
similar to that of a conventional x-ray. In addi-
tion to providing greater dynamic range than
film, this technique allows images to be made
by digital subtraction. For example, a recording
without an intravencus contrast agent, sub-

)

{b)

FIG. 1. Computed tomography reconstructs a function f {x, y} fram a series of projections F(x),
F'(x'}, etc. (From Hobbie; reproduced by permission of Jehn Wiley & Sons, Inc.)
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tracted from one with the agent, provides an
image of the vascular system. Similar images in
the past usually required an intra-arterial injec-
tion of larger amounts of the contrast material,
with greater discomfort and risk for the patient,

A single scan of a limb with a moncenergetic
photon source and a scintillation detector allows
quantitative determination of bone mineral
content. The source for this small, desk-top
machine is a radjoactive nucleus which emits a
gamma ray photon (Cameron, 1963).

X.ray fluorescence is used to measure the
concentration of heavy metals such as lead or
mercury in the body. When the x-ray fluores-
cence lines are favorably situated this method is
sensitive to 10-20 ppm {Bloch).

Nuclear medicine measures the <y-ray emis-
sion of radioactive pharmaceuticals taken up in
various organs of the body, Detectors range
from a small unit placed over the organ of in-
terest to a large disk of scintillator viewed by
many photomultiplier tubes, which can record
a plane-projected image of the body, Emission
tomography, mentioned above, uses an array of
detectors surrounding the patient (Brownell).
X-ray and nuclear medicine techniques provide
complementary information, X-tay pictures
typically have resolutions of | mm and measure
anatomical features; the resolution of a nuclear
medicine image may be a factor of 10 worse,
but since the radicactive pharmaceutical has
been selectively taken up by some organ, the
nuclear medicine image shows the physiologi-
cal function of different parts of the organ
{(MacIntyre).

Neutron activation analysis is used fo measure
specific elements in the body. A neutron source
such as 52Cf irradiates the region of interest,
Some of the nuclei in the body are made radio-
active; the excited nuclei emit yrays of charac-
teristic energy, the intensity of which is propor-
tional to the concentration of the element
being measured.

Nuclear magnetic resonance measures the ab-
sorption and emission of radiofrequency pho-
tons as a nuclear spin magnetic moment changes
orientation in an external magnetic field, The
photon frequency is proportional to both the
external magnetic field and the nuclear magnetic
moment. The strength of the signal is propor-
tional to the concentration of the nuclei for
which the apparatus is tuned, Studies are most
often made of protons (hydrogen), although
other atoms such as *!P also possess a nuclear
magnetic moment. Pulsed NMR alsc allows
measurement of relaxation times, during which
the excess nuclear orientation energy is ex-
changed with the surrounding lattice or with
neighboring nuclei. Since the NMR resonance
frequency is proportional to the external mag-
netic field, it is possible to image either hydrogen
concentrations or relaxation times by varving
the magnetic field across the patient. The re-
construction techniques are similar to those in
computed tomography {Brownell; Lai).
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NMR is also used to measure blocd flow, The
measurement relies on the fact that once the
nuclei have been aligned, the RF resonance
field misaligns them even as it produces a mea-
surable signal, If the fluid is flowing, new aligned
nuclei are brought into the sensitive volume at a
rate proportional to the flow, and the signal is
increased {Battocletti).

An article this short can only survey the field
of biomedical instrumentation, The references
which foilow will provide the reader with more
detailed information about any topic men-
tioned. Topics which do not have specific ref-
erences above are discussed in the books by
Cameron {1978), Cobbold, and Webster.
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BIONICS

Bionics is defined as the branch of knowledge
pertaining to the functioning of living systems
and the development of nonliving systems which
function in a manner characteristic of, or re-
sembling, living systems, The definition of
bionics infers the use of scientific skills and
techniques from biological, physical, mathema-
tical, and applied sciences in carrying out re-
search in which: (1} the functions of chosen
biological components and systems are studied
and analyzed to determine underlying principles
and processes that may lead to methods for im-
proving physical components or systems, and
{2) the theories and technigques of chemistry,
physics, and mathematics are applied to advance
our knowledge of the principles upon which
these functions are based.

Bionics research depends on the acceptance
of certain postulates. These postulates are of
two types—one essentially operational, the other
essentially technical. The important operational
postulates are: (J) Common experience shows
that biological systems perform operations that
no nonbiological system can now perform
efficiently, e.g., operations such as pattern
recognition and identification, discrimination,
and learning; (2} biological components per-
form such functions as detection, filtering, and
information transfer more efficiently and with
greater certainty over broader bandwidths than
do present nonbiological components; (3) in-
tensive study, analysis, and application of
the principles that make superior biological
performance possible can lead to nonbiological
systems that equal or may, in some cases,
exceed biological systems capabilities. The tech-
nical postulates are: (1) The functional ad-
vantages of biological systems are implied in
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the unique methods for information transfer,
memory siorage, and retrieval, united with
unique ways of correlating and integrating data
from many sensors or sensor systems. These
unigue methods depend mainly on: {a) many
converging and diverging information transfer
channels and many connections between chan-
nels, and {b) the special properties of biological
components at the points where these channels
are interconnected, (2) The superior capabilities
of biological components or particular elements
of the components (e.g., receptor cells or nerve
muscle junctions) are derived from specific ways
of interconnection and probably as well from
specific molecular properties. (3) The relevant
data describing biological systems that will rep-
resent major improvements over existing phys-
ical and engineering hardware are analyzed and
studied, (4) The present rapid advances in
rmicrominiaturization techniques suggest that,
for the first time, the possibility exists for the
development of physical components or systems
that incorporate these superior biological prin-
ciples and processes.

The definition of bionics suggests the method-
ology of procedure. We design, grow, or in some
way obtain nonbiological systems that function
in a way “resembling” living systems. The phys-
ical component simulates the biological way of
doing or carrying out its function. To obtain
this objective, we first choose the biological
components that perform the desired function;
second, we compile the descriptive biological
data; third, we translate these data into engi-
neering terms; and fourth, we apply the trans-
lated data for the physical simulation of the
function.

This process requires application of relevant
mathematics to describe clearly, and as rigor-
ously as possible, the biological function by
some mathematical theory or model, This pro-
cess may also require various techniques from
the physical sciences to arrive at the necessary
data defining the biological function of interest.

While the bionics research procedure requires
the description, mathematically, of the function
to be performed by the nonbiological system,
it may also require mathematical and physical
descriptions of the properties of the materials
used to construct the nonbiological analog.

Gaining enough data to describe the given
biological function may require study of the
biologicai component or one of its elements at
the molecular level. Similarly, solid-state or
molecular techniques may be required to con-
struct the physical system that is the appro-
priate simulation of the desired biclogical func-
tion.

Successful bionics activity may be modified
by several factors. These include the complexity
of the biological functions; the kind, quality,
and quantity of data available to describe the
functions; and the existence of relevant mathe-
matical and physical techniques essential to the
simulation of the functions.
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In terms of the bionics objectives, the scope
of the work must include research on the fol-
lowing components and/or systems: {(a) recep-
tors or sensors; {b) receptor systems—including
central interconnections and interconnections
among receptor systems; {c) central nervous
system networks and the interconnections a-
mong parts of the nerve network; (d) effectors
and actwators; (e) effector systems—including
the feed-back and feed-forward connectors to
and from the central processor; (f) the inte-
grated system made up of sensors and their
input channels, the central cormrelating, control,
and computing networks, and the channels from
the central system to the effectors and actuators.

This complete research program will extend
over a long period of time, However, progress
has been made. Data have been acquired, ana-
lyzed, and put into engineering terms to provide
a set of specifications for the functional prop-
erties of several types of neurons. The neuron
is presumed to be that physiological component
underlying observed psychological parameters
such as learning and adaptation. Therefore, the
construction of a network of artificial neurons
should, to some extent, simulate these observed
behavioral parameters. In contrast, data have
been acquired and analyzed from the field of
experimental psychology on functions such as
learning. These data can be translated into engi-
neering and can suggest types of components
which can simulate the learning function direct-
ly. This example illustrates a procedure which is
common in bionics research. One can start at
the operational level with an observed set of
functional parameters and attempt to synthe-
size the class of mechanisms that could sirnulate
these functions, or one can start with the bio-
logical component which is presumed to give
rise to these functions and attempt to simulate
this component. The choice of one method
over the other depends greatly on the assurance
one has of the validity of the data at one level
or the other.

Applications, using the former (functional
simmulation) type of component, have been suc-
cessfully made to flight control systems, variable
geometry jet engine control, radar detection and
search problems, and various industrial process
control problems such as nondestructive ma-
terials inspection techniques. The functional
simulation type of component has been success-
fully realized in both microcomputer and LSI
(large scale integrated circuit) forms.

At the biological component level of simula-
tion a somewhat different approach has been
initiated, mostly by the work of Dr. A. H. Klopf
(see references).

Heretofore goals for adaptive networks were
presumed specified at the systems level or at
most at the subsystem level; rarely at the indi-
vidual component level. Dr. Klopf's work has
been exploring the possibilities of goal seeking
systems realized with goal seeking components.
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The goals for the components may be of several
types, but the emphasis has been on designing
the components so as to maximize certain
parameters associated with signal propagation.
There is evidence that similar processes may
occur in physiological neurons. A preliminary
extensive assessment (circa 1980) has been made.
A few of the relevant papers are listed in the
references under Applications.
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BIOPHYSICS

Biophysics is a very broad field with poorly
defined boundaries. It encompasses all applica-
tions of the principles of physical science to the
functioning of living organisms. It has consider-
able overlap with areas of biomedicine, bioengi-
neering, biochemistry, and physiology, as well
as strong connections to space medicine, sports
medicine, fluid dynamics, psychology of per-
ception, molecular biology, membrane physiol-
ogy and other related topics. This article will
provide a very brief summary of some selected
topics; it will neither cover all areas nor discuss
those chosen in great depth,

In a strict sense, biophysics is as old as science
itself. In Western intellectual history, those who
made significant contributions to physical sci-
ence also had important roles in the biological
sciences. Aristotle wrote extensively (often in-
correctly) about human and animal functioning,
Newton and Galileo studied many aspects of
human physiology, and René Descartes made
significant contributions to our understanding.
Thomas Young, a physician who described
optical interference and translated the Rosetta
Stone, provided a theory of color vision that
has a significant remnant in modern theories of
this most difficult subject. Galvani’s discovery
of bioelectricity was another important event in
the history of biophysics.

More modern progress has resulted from sur-
prising and unrelated discoveries. The work of
Becquerel and Roentgen provided X-ray meth-
ods that produced an incredible amount of new
knowledge, even up to the application of the
diffraction technique of Bragg for the analysis
of the structure of DNA. Arrhenius and other
chemists provided quantitative descriptions of
the behavior of ions in solution, Coupled with
advances in fluid dynamics, these discoveries
induced further progress in understanding the
behavior of biological fluids. The organic chem-
ists provided information about metabolism and
other processes leading to understanding of
amino acids and proteins and modern achieve-
ments such as Sanger’s synthesis of insulin.

Contempoerary biophysics contains very many
diverse areas of investigation, Some of these are
extensions of older subjects while others repre-
sent completely new areas of investigation. A
small number of topics from each of these cate-
gories is discussed below,

One of the oldest subjects in biophysics is the
study of energy expenditure, conservation, and
conversion in the performance of physiological
functions. Ordinary mechanics can be used to
calculate the optimum performance expected
from human athietes in a variety of events. The
results of these studies compare favorably with
Olympic records, thereby supporting the hy-
pothesis that mechanical action for men and
machines follow the same rules. For example,
equating the potential energy at the top of a
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jumper’s trajectory % to the work done by the
leg muscles in accelerating the body upward by
distance 5 gives Fs = mgh where F is the average
muscular force. For humans, s is about $ meter
and the maximum force F is about mg, suggest-
ing that we can raise our center of gravity about

meter by jumping. This is supported by ex-
perience. In another example, we find that the
peak power output of a human athlete is about
3600 W whether running at maximum speed
{10 m/sec), throwing a 1 kg football 50 meters
or a 7 kg shotput 16 meters, or broad jumping
3.5 meters. Each of these calculations is based
on certain idealized but sensible models of the
body, in accordance with the practice of physi-
cists trying to understand nature.

The food requirement, energy and oxygen
consumption, and metabolism changes for these
activities are now well documented. Studies of
animal motion are now showing that there are
many different ways to use the metabolic energy
available from the food supply to move about,
conserve water, escape from predators, etc.

Measurements and studies of energy consump-
tion in the ordinary processes of life have pro-
vided considerable knowledge about physiolog-
ical functions as well as the basis for a wide
variety of diagnostic tools and methods for the
practice of modern medicine. The power re-
quired to keep warm, maintain respiration and
circulation, and provide necessary chemical
gradients constitute the basal metabolism rate
{BMR). Control of the flow of this energy be-
tween storage arcas and external reservoirs is
the subject of a major field of study. Elemen-
tary aspects of feedback control are apparent
in some processes; others are so very compli-
cated that they haven’t been unravelled. There
are many pathological circumstances that can
be traced to improper or inadequate control of
energy exchange.

On the microscopic scale, many aspecis of
energy transfer are still not known. We know that
mitochondria are the power plants of cells, con-
verting the energy of metabolism into a phos-
phor bond in ATP, the basic fuel for life. The
ATP transports stored energy for muscle con-
traction, Na* expulsion, etc., but many details
of the process are not understood. Activity and
progress in the study of energy in biological
progress spans the range from how horses run
to the phosphorylization of ATP,

Another very important subject in biophysics
is sensory perception. The discussion in this
article will deal primarily with vision and hearing
because both the stimuli and the responses are
more amenable to quantitative description than
are taste, smell, and kinesthesis {touch). The
sciences of optics and acoustics are very highly
developed and as such allow careful study of
animal response to light and sound.

We begin with the optics of the human eye.
The f/4 {approximately) system has a resolu-
tion limited to a few um on the retina by diffrac-
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tion, and this is remarkably close to the size of
the receptor cells (this near agreement is star-
tling). Measurements of visual acuity reveal that
our angular resolution of detail is indeed equal
to this 10™% radian limit, But the naive notion
of point-to-point transmission of images from
eye to brain that would allow connection of
these two facts is shattered by the additional
information that 10% cells 2 um in diameter
cover the retinal surface, but there are only 10%
individual neurons in the optic nerve. This
100 :1 reduction is the most elementary of many
pieces of information that demand a more so-
phisticated description of human vision.

The Nobel prize winning work of H. K. Hart-
line (1967} and of D, Hubeland T. Weisel(1981)
have shown that lateral inhibition (LI} among
receptor cells plays an indispensible role in our
visual process. LI arises when the response of a
particular receptor cell to a fixed stimulus is
reduced by the stimulation of an adjacent cell.
It provides a mechanism for enhancing contrast
and increasing sensitivity to edges and bound-
aries. Furthermore, there are higher levels of LI
that result in considerable data processing, lead-
ing many scientists to the feeling that the retina
is an extension of the brain.

It has long been known that there are many
ways nerves can form junctions (synaptic junc-
tions) and that some of them are inhibitory.
That is, if two axons feed into a single ganglion
cell, it i3 possible that the ganglion’s response to
a fixed stimulus from one of the axons could be
teduced by a stimulus from the other axon. In
this case we say that the other axon has an in-
hibitory effect.

100

{a)

Response to stimulus
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In order to understand how inhibition affects
perception, we consider an array of receptors as
shown in Fig. 1. Suppose that each cell in the
array could inhibit the response of its nearest
neighbor, but only by some fixed fraction of the
original cell’s response. If the array is subject to
a nonuniform stimulus that has a maximum
located at one of the cells, that cell will exert a
stronger inhibitory effect on its neighbors than
they will exert on it, resulting in an enhance-
ment of its relative strength. In the numerjcal
example of Fig. 1, we assume each cell can in-
hibit the response of its neighbors by 25%. The
cell whose uninhibited response would be 80 is
reduced by 25% of 50 (=12.5) and 25% of
100 (= 25) so that its net response is only 42.5
(similarly for the other cells). We notice that the
center cell that had enjoyed only 2 25% higher
level of response to distinguish it as being at the
maximum before inhibitory effects is now ele-
vated to a 40% higher level over its neighbor,
Inhibition can act in this way to sharpen sensory
perceptions.

Resolution of detail in 2 biological optical
system is not as simple as a discussion of ideal
components with well understood physical
limits. Indeed, the system is subject to all the
irregularities of biological growth as well as the
effects of the scattering of light from impurities
in ocular fluids, The problem of information
retrieval from severely distorted images by a
system of limited resolution is a fertile area for
physical study.

The visual system provides much more infor-
mation than simply the image in the field of
view: one of its most striking capabilities is color
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FIG. 1.
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perception. Although different wavelengths of
light are perceived as different colors, it has been
conclusively demonstrated that different color
perceptions can be achieved with the same wave-
length, and the same color perception with dif-
ferent wavelengths. There is an extraordinarily
large body of data on color vision, but no single,
clear, simple theory has emerged. The role of LI
in the process is probably as important as it is
in detail perception.

Qur hearing process, particularly tonal dis-
crimination, is also enhanced by LI. The Nobel
prize winning work of G. von Bekesy {1961)
showed that tonal discrimination over a large
region of the spectrum of audible sound stems
from excitation of spatially distinct regions of
the basilar membrane, a thin sliver of tissue
curled up in the cochlea in the inner ear. But
tones having small frequency differences can
excite overlapping regions of the membrane,
resulting in limits to our ability to distinguish
between slightly different tones. The detection
of vibration of the basilar membrane is also sub-
ject to LI, much like image detection, in a sys-
tem that functions to enhance discrimination.
The ability of trained musicians to sense off-key
notes to a precision of less than 1% attests to
the capability of the system.

Another area of major interest in biophysics
is transport. This includes the gross transport of
fluids through the circulatory system for the
purpose of distributing heat and nutrients, as
well as the microscopic transport of molecules
through membranes and fluids. The most ob-
vious example of fluid transport in human
physiology is blood flow. Classical fluid dy-
namics can be used to describe flow when fric-
tion can be ignored (P+ pgh+ pv?/2 = con-
stant--Bernouili’s equation) and also when
viscous friction plays a dominant role (Q = 7R*
AP/8nL —Poiseuille’s equation). Each of these
equations describes ideal fluids (continuous,
hemogeneous, incompressible, ete) flowing
under ideal conditions {smooth straight pipe
with rigid walls, no turbulence, steady flow,
etc.). Application of these models to human
circulation must be done with the greatest of
care because blood contains both rigid and de-
formable bodies of various sizes, flows in vessels
with elastic walls that bend and divide, and is
pumped into an elastic aorta by a cyclic heart
that produces pulsatile flow.

Ventricular contraction producesarapid injec-
tion of blood into the aorta. Since resistance to
flow in the peripheral circulatory system is
rather high, the elastic walls of the aorta expand
to accommodate the extra volume: the kinetic
energy of the blood is briefly stored as poten-
tial energy in the aortic walls and then slowly
returned as the collapsing aorta squeezes the
blood through the rest of the system. The flow
is very fast at first (Reynolds number = 2000)
and then slows as the dominant pumping comes
from the aortic walls. A good electrical analogy
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is a capacitor ripple filter on an ac current source.
Classical fluid dynamics may apply instanta-
neously to some parts of this sequence of events,
but the boundary conditions are changing so
rapidly that quantitatively accurate descriptions
are not available.

Flow in the peripheral arteries is somewhat
simpler, but branches and elastic walis still pro-
vide difficulties. The simple relationship be-
tween radius R and pressure difference AP for
an elastic tube of wall thickness ¢ (R/R, =
1/(1 - x), x =Ry AP{yt < 1) that might be used
in Poiseuille’s equations is inapplicable because
the Young's modulus Y is not necessarily con-
stant—arterial walls contain both elastin and
collagen, resulting in a nonlinear stress-strain
relation,

Flow in the smallest vessels is complicated by
the presence of blood cells. An average viscosity
is no longer a tenable description, and very
complicated conditions can arise, Some capillary
vessels are so narrow that the ceils must deform
to squeeze through them. Sometimes a few red
cells can join into larger objects called rouleaux,
further complicating the problem by producing
a rather large distribution of cell sizes. In some
circumstances there is a tendency for the cells
to concentrate in the central core of flow leaving
a layer of liquid adjacent to the vessel walls,
and thus producing a decrease in the apparent
viscosity (Fahreus-Lindquist effect).

For these and other reasons, a physicist
approaches the problem of blood flow with
some trepidation, The models must be carefully
thought out, applied in the proper domains, and
the results must be interpreted with the proper
limitations in mind,

The other meaning of transport in biophysics
applies to movement of molecules, jons, and
dissolved gases across membranes and fluid
boundaries. This problem has very many facets,
only some of which will be described here. To
begin, the transport of solutes across concentra-
tion gradients in the usual kinetic sense (osmosis,
diffusion, et¢.) is very important in many circum-
stances. There are several distinct phenomena
involved in various examples, but they can most
readily be divided into the two categories of
kinetic and carrier-mediated diffusion. Kinetic
diffusion is the usual topic described by the
random walk process. The techniques of statis-
tical analysis provide a quantitative description
called Fick’s laws, whose equations are familiar
to many physicists, Carrier-mediated diffusion is
not significantly different in some concentration
domains, but the transported substance may
reach concentrations that saturate the capabil-
ities of the carriers, resulting in a nonlinearity
that doesn’t appear in Fick’s equations. Never-
theless, a differential equation similar to that of
catalyzed chemical reactions describes the
process.

One of the most important areas of current
study is transport through membranes. This
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process may be suitably described by kinetic
methods for substances soluble in the mem-
brane’s Lipids, but this is usually not the case. In
the more usual case, transport occurs through
pores or channels that are either large or com-
parably sized with the solute molecule, and
different conditions prevail in these cases. Some-
times channel transport is carrier mediated,
sometimes the walls of the channel or the nature
of the solute molecule dictate the dominant
process of transport, and sometimes the proper-
ties of the channel depend on time or on the
chemical environment, Transport against a con-
centration gradient, called active transport, is
most well-known for the “sodium pump” that
maintains a lower Na® concentration inside
electrically active cells (nerve and muscle). The
details of this process are not yet completely
understood.

The uptake of nutrients, the exchange of O,
and CQ4 in the lungs, the response to chemical
transmitters of nervous information, and many
other processes invelve membrane transport.
Each of them has special characteristics and
mitigating circumstances that are amenable to a
physicist’s model-making approach to nature, A
great deal of understanding of many of these
processes has been achieved by the application
of physical methods to biological problems;
many others are under active investigation.

This article has presented a brief summary of
some restricted aspects of three major topics in
biophysics. The interested reader is referred to
the references which foilow and the work cited
in them for further information on these topics
as well as discussions on very many others.

HAROLD METCALF
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BOLTZMANN'S DISTRIBUTION

Boltzmann considered a gas of identical mole-
cules, able to exchange emergy upon colliding,
but otherwise independent of each other. Such
a system, in which the interactions between the
molecules between collisicns is neglected, is
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applicable to real gases which are sufficiently
rarefied, for in that case the molecules are al-
most always sufficiently far apart for the inter-
action force between them to be negligible. An
individual molecule of such a pas moves freely
between collisions, but experiences abrupt ran-
dom changes in velocity in each collision, so
that no exact statements can be made concern-
ing its state at a particular time. However, when
the gas comes to equilibrium at some fixed tem-
perature, predictions can be made concerning
the average fraction of molecules which are in a
given single state, or equivalently, the fraction
of time spent by one molecule in that state, {The
concept of a single state will be described below.)
Since these average fractions are equivalent to
probabilities, one can say that predictions can be
made for the probability distribution for a
molecule over its possible single states. To de-
scribe this distribution, let the set of energies
available to each molecule be denoted by €. If {
and m stand for two single states of a molecule
and ¢; and ¢, the energies of the molecule when
it is in these states, then the ratio of the proba-
bility P; of finding a molecule in the single state
! to the probability P, of finding a molecule in
the single state » is

ﬁ= exp (-¢,/kT) W
Py exp(-g,/kT)

This distribution of molecules over different
states is called Boltzmann's distribution, after
the founder of statistical mechanics, Ludwig
Boltzmann (1 844-1906). Equation (1)indicates
that the ratio of probabilities for a molecule to
be in two selected states depends only on the
energies of these two states and on the thermal
energy kT, which is proportional to the equiiib-
rium temperature 7. When 7T is measured in
kelvin (7=273.16 K at the triple point of
water} then the universal constant &, called
Boltzmann's constant, has the value 1.3804]1 X
10723 joules/kelvin.

Using the fact that the sum of the probability
Py over all accessible states for a molecule must
be unity leads to an alternative form of Eq. (1):

exp (-efkT)

Pf = .
2_exp (-¢/kT)
i

(2)

Equation {2} indicates that the probability for a
molecule to be in a single state / varies exponen-
tially with the negative of the energy in the state,
divided by k7. The exponential exp (-€/kT) is
called the Boltzmann factor. The sum of the
Boltzmann factor over all single states for the
molecule which appears in the denominator of
Eq. {2) is called the partition function for the
molecule, This alternative form of Boltzmann’s
distribution indicates that the probability of
finding the molecule in a single state / is smaller,
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the larger is the energy €, and that the rate of
decrease of probability with increasing energy is
faster, the smaller is the temperature 7.

Boltzmann’s original derivation of the proba-
bility distribution described by Eqs. {1) and (2)
was restricted to the molecules of a gas. Sub-
sequently, Gibbs (Jositah Willard Gibbs, 1839-
1903) recast the reasoning to show that the
Boltzmann distribution holds not only for a
molecule, but also for an arbitrary system in
thermal equilibrivm with a much larger system,
the reservoir, with which it can only exchange
energy. The combination of system plus reser-
voir forms a closed system, insulated from all
external influences. With this greatly extended
applicability, the Boltzmann distribution is of
vast utility in analyzing the equilibrium behavior
of a wide range cf both classical and quantum
systems. In such applications, it is essential to
understand the meaning of the concept of single
state used above, This is simpler to describe for
quantum systems, and will lead to a somewhat
different but related description for classical
systems, which can be regarded as limiting cases
of quantum systems.

Quantum mechanics asserts that a complete
description of a physical system isgiven in terms
of probability amplitudesand providesa method
for calculating these amplitudes. The probability
amplitudes describe the state of the system, for
using them one can predict the probabilities for
the result of measurement of a set of compatible
dynamical variables of the system, such as the
three Cartesian components of momentum for
a free particle, py, py, and p;, or alternatively,
its three coordinates x, y, and z. Special impor-
tance is attached to states, called eigenstates,
for which measurements of particular dynamical
variables yield one unigue result, rather than a
range of possibilities. The special values of the
dynamical variable corresponding to each eigen-
state are called the eigenvalues for that dynam-
ical variable. For our present purposes we are
interested in the eigenvalues of the energy for a
system, corresponding to the € in Eqgs. (1) and
(2), and its corresponding eigenstate. Confined
systems, like a gas of molecules in a container
have a discrete set of energy eigenvalues. It may
be that a particular one of these discrete energy
eigenvalues g; corresponds to not one, but rather
several linearly independent probability ampli-
tudes, each of which describes the system with
the same energy €;. Each of these linearly inde-
pendent probability amplitudes represents what
we previously called a single state. One says that
such an enecrgy level € is degenerate, and a g
fold degenerate energy level is one which is
equally well described by g; linearly indepen-
dent eigenstates (single states). As an example,
take the physical system to be a single structure-
less particle of mass m freely moving in a con-
tainer, which is a rectangular box with length a,
breadth », and height ¢. The energy eigenvalues
for this system are
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B fn2 % ni

Crzny.nz = sm(a2 AT +c2) (3)
where # is Planck’s constant, k =06.6256 X
107% joule-seconds, and ny, n,, and n, are in-
dependent integers, positive or zero, which are
called quantum numbers. The probability ampli-
tude, or energy eigenstate ¢ is the following
function of particle coordinates x, ¥, and z:

8
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In the case that no two dimensions a, b, ¢ of
the box are in a ratio of integers, the energy
levels corresponding to various sets of values of
the three guantum numbers are all different,
with one and only one probability amplitude ¢
associated with each. Energy levels of this type
are nondegenerate. If, however, any pair of ¢, b,
¢ are in a ratio of integers, there will occur cer-
tain values of the energy €,s ps s correspond-

ing to two or more distinct sets of values of the
three quantum numbers sy, n,, and n;, and to
two or more independent probability amplitudes
¢. This is the case of a degenerate energy level.
For example, if the container is a cubical box
with ¢ = b = ¢, most of the energy levels will be
degenerate, since all eigenstates with n?, + nzy +

‘2 — + .

n*, =g, a fixed integer, have the same energy,
€q = h*¢/8ma* . Say ¢ = 30, then any of the six
assignments of integers 1, 5, and 2 to ny, ny,
and n, yield the same energy, but correspond to
different amplitudes . This example illustrates
the connection between degeneracy and geomet-
rical symmetry—for the cubical box the direc-
tions x, ¥, and 2 are all equivalent.

It may often be more suitable to express the
Boltzmann distribution in terms of probabilities
P(ey) for a system to have a given energy ¢,
rather than P;, the probability for the system to
be in a single state, In that event, the ratio of
probabilities for finding the system in two
energy levels will include the degeneracy factors
g for each level, and Eq. (1) will become:

Plep) L _&1exXp (-e/kT)
P} & XD (~€mfKkT)

For example, if the difference in the two ener-
gies €y~ €, is much less than the thermal energy
kT, the probability ratio will just be the ratio of
the degeneracy factors for these two energy
levels,

Atoms and molecules are properly described
in terms of quantum mechanics, but a descrip-
tion in terms of classical mechanics may some-
times be a useful approximation. We now con-
sider the concept of single state in classical

(5)
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mechanics. Here the state of a single particle is
completely described in terms of its position
coordinates x, y, and z, and correspondlng
momenta Pxs py, and p,. The specification is
complete, since the laws of classical mechanics
are such that knowledge of position and momen-
tum at any one time permits prediction of these
variables at any other time. Specification of the
state of the particle isthen equivalent to specify-
ing a point in the six-dimensional Cartesian space
spanned by three coordinate axes x, y, 7 and
three momentum axes p,., Py, Vs As the posi-
tion and momentum of the partlcle change with
time, its representative point moves through this
space, which is called the phase space. The
particle has three degrees of freedom, and is
represented in a six-dimensional phase space. In
general, a system with f degrees of freedom has
its state described by f coordinates and f con-
jugate momenta, and is represented by a point
in this 2f-dimensional phase space.

Connection between the classical description
of a state with its continuously changing coordi-
nates and momenta and the quantum mechan-
ical description in terms of discrete states for
dynamical variables labelled by quantum num-
bers is made by considering the classical limit of
quantum systems. In this Hmit, the discrete
eigenvalues of dynamical variables change by
only a very slight fractional amount with smail
changes in the quantum numbers which deter-
mine them. For example, the classical limit for
the particle in a box, with quantized energics
given by Eq. {3) is achieved for large energies,
or large quantum numbers ny, ny,, and n;, when
energy levels become very closely spaced. Con-
sider the case of a cubical container with volume
a* and energies &, = h*n?/8ma?, with n? =
n¥y +n?, +n?,. For large values of the quan-
tum numbers ny, n,, and n;, small changes in
these numbers will produce a change Ar in n,
and a corresponding change Ae, in energy, such

exp
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pand p + Ap is just (2a/h)® times the volume in
ny, ny,, n, space, or a®4np? Ap/k?. One now
sees tf‘;at this number of states, which is the
phase space volume g®4np? Ap divided by A3,
could also have been obtained by dividing the
six-dimensional phase space into cells of size A3,
then counting the number of cells which lie in
that region of phase space which corresponds to
the spatial volume a3 and the region between p
and p + Ap in the momentum space, This result
implies that each quantum state for the particle
occupies a volume A% in the classical phase space.
It is an example of a general result; for a system
with f degrees of freedom, each of its quantum
states occupies a volume ¥ in the 2f-dimen-
sional phase space in the classical limit. We may
remark that the finite size # for a cell in the
phase space x, p, of a particle with one degree
of freedom corresponds to Heisenberg’s uncer-
tainty principle, according to which the position
and momentum of a particle cannot be more
exactly defined than is consistent with the
relation AxAp, = h between products of their
uncertainties. In view of this relation, it would
be meaningless to make a finer division of the
phase space, as it is impossible to decide by
experiment in which of these cells a particle lies.

We can now apply Beltzmann’s distribution
law to find the momentum distribution for a
free particle in a cubical container in thermal
equilibrium at temperature 7, in the classical
limit., The particle has a (kinetic) energy e =
(px? +py2 +p,2)/2m. Suppose we want the
probability P(p,., Py, Pz) dpydpydp; to find its
momenta in the range between p, and p, +dp,,
py and dpy;, p; and dp,. Corresponding to this
specification are a number of guantum states
equal to a®dp.dp dp,z‘h3 Multiplying this
number of states (degeneracy factor) by the
Bottzmann factor e </*7T and dividing by the
integral over all states gives the desired probabil-
ity as

2 2 2
Px” T Dy t 1y
(— T omkT dpxdp,dp;

E

P(Px’ pya pz) dpxdpydpz =

[

that Ae,/e, = 2An/n is smaller, the larger is ».
Then the number of quantum states for which
n lies between n and n + An will be the volume
V of one octant of a spherical shell in ny, n,,
n, space with radius n and thickness An,or V=
4nn? An/8. In this classical imit, we expect the
particle energy to depend on momentum as
n = pnlz}"zm, with p? =p,? + pyz +p;2. Com-
paring the two expressions for the energy gives
Pp = nh{2a. Then the number of quantum states
for which the particle momentum lies between

pxz + Py2 tr,

2mkT )dp"dp”dp’

Equation (6} is called Maxwell’s distribution,
after James Clerk Maxwell (1831-79), who ob-
tained it in 1860 before Boltzmann's more
general derivation in 1871, We may note that
this probability distribution is the product of
three independent factors, each of which defines
the probability distribution for a separate com-
ponent px, py, O P, of the momentum, The
probability distribution for momenta given by
Eq. (8) is applicable to the translational motion
of the molecules of a gas, and in fact does not
depend at &ll on the type or strength of the inter-
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actions between the molecules in the classical
limit.

For systems of weakly interacting indistin-
guishable constituent elements such as atoms,
molecules, electrons, and photons, the Boltz-
mann distribution properly describes how such
elements are distributed among their own indi-
vidual states only when the average number of
elements or particles in every single state is
considerably less than unity. Physically this
case corresponds to the gas of particles being
sufficiently rarefield. When this condition is not
satisfied, quantum mechanical symmetry re-
quirements on probability amplitudes for the
system under exchange or any two identical
particles lead to two new distribution laws.
Particles with integral intrinsic spin, like pho-
tons, are described by the Bose-Einstein distri-
bution, This distribution is applicable, for
example, to the treatment of electromagnetic
radiation, described as photons, in a hollow
enclosure which has come to thermal equilib-
rium. It leads to the Planck radiation law for
the density of radiant energy from a black
body. Particles with half-integral intrinsic spin,
like protons, neutrons, and electrons, are de-
scribed by the Fermi-Dirac distribution. This
distribution is applicable to the treatment of
conduction electrons in metals and to dense
stellar interiors.

An interesting physical system which involves
both the Boltzmann and the Bose-Einstein or
Planck distributions consists of a rarefield gas
of atoms which absorb or emit electromagnetic
radiation. The radiation may be considered asa
gas of noninteracting photons, When thermal
gquilibrium is established between the gas of
atoms and the gas of photons, the atoms of the
rarefield gas will be distributed among their
individual energy states according to the Boltz-
mann distribution, while the photons are dis-
tributed among their individual energy states
according to the Bose-Einstein or Planck dis-
tribution. The physical consistency of this
result was first proved by Einstein in 1917, for
slowly moving atoms, and generalized by Dirac
in 1927 to the case of atoms with arbitrary
speeds.

H. A. GERSCH
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BOND, CHEMICAL

Every atom consists of a relatively compact
nucleus bearing positive charge, surrounded by
a cloud of electrons in sufficient number exactly
to balance the nuclear charge by their negative
charge. Being thus electrically neutral, atoms
might be expected to exert among themselves
only the negligibly weak gravitational forces
predictable for such low mass. However, there
are two principal means by which more signif-
icant interatomic attractions can ocecur, and
these are largely responsible for the existence
and properties of chemical substances,

One is the result of the fact that the electrons
surround the nucleus in an easily deformable
cloud. Although opposite charges tend to dis-
tribute themselves if possible so that their cen-
ters coincide, when two atoms come near to one
another, the repulsion between the two nega-
tively charged electronic clouds results in mu-
tually induced distortions of the clouds so that
the charge centers no longer coincide, creating
atomic dipoles, Although these dipoles oscillate
rapidly, their net effect is to create an electro-
static attraction between the atoms, Such attrac-
tions are known as van der Waals forces. Al-
though such forces become very significant as
exerted between molecules consisting of many
atoms, they are so slight per atom pair that at
ordinary temperatures the attractions among
small molecules are usually completely overcome
by the disruptive forces of kinetic energy, mak-
ing them gaseous. They are insufficient to hold
atoms or smalli molecules together in a2 con-
densed state, liquid or solid, unless most of the
kinetic energy has been removed by cooling.
However, large molecules do cluster together
at ordinary temperatures as a consequence of
these intermolecular attractions, commeonly so
strongly that decomposition occurs before the
temperature is high encugh for melting or
vaporization,

In contrast, much stronger per atom pair is the
interatomic force known as the chemical bond.
This depends on the electronic structure of each
atom, described by quantum theory as based
on occupancy by electrons of certain energy
regions of limited number and availability. In
atoms of only six of the chemical elements,
helium, neon, argen, krypton, xeron, and radon,
this electronic configuration, with two outfer-
most electrons in helium, eight in all the others,
results in a sufficiently thorough covering up of
the nuclear charge that no region of the atom
remains within which an electron from another
atom might be stably accommodated. In atoms
of all the other chemical elements, all of which
have fewer than eight outermost electrons, how-
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ever, there remain regions, called orbitals, with-
in which an electron from elsewhere would,
despite repulsions by the other electrons, ex-
perience a net electrostatic attraction between
itself and the effective positive charge of the
nucleus. Each such orbital can accommodate
two electrons only, and there are four outer-
most orbitals in all atoms beyond helium in
atomic number. Vacancies exist wherever the
number of outermost electrons is less than
eight, this being the maximum that the outer-
most shell can hold in any isclated atom, (For
more on the effective nuclear charge that can
be sensed in such vacancies, see PERIODIC
TABLE AND PERIODIC LAW.) The presence of
outermost vacancies provides the possibility
that outer electrons from another atom may be
accommodated, these electrons now being held
by both nuclei. Thus the atoms are held together
by simultancous attraction of both nuclei for
the same electrons. All chemical bonding is
essentially of this nature.

There are four ways by which vacancies may
be utilized to form chemical bonds:

(1) If the atoms have more outermost vacan-
cies than electrons, then the outermost electrons
of each can spread out into the vacancies of the
others, resulting in what is called delocalized or
metallic bonding.

(2} if each atom provides one outermost
orbital that is half-filled, the singie electron of
each can be accommeodated within the vacancy
of the other so that a pair of electrons is shared
between the two atoms, the atoms being held
together because both nuclei are attracted to
the same bonding electrons, This is called a
covalent bond. The shared electrons are essen-
tially concentrated within the internuclear
region, and thus localized, If additional halif-
filled orbitals are available on each atom, mul-
tiple bonds between the same two atoms may
form.

(3) If one atom has an outermost vacant or-
bital and the other an outermost filled orbital,
or electron pair, this pair may be accommodated
within the vacant orbital to provide electron-
pair sharing, termed coordinate covalence,

(4) If each atom has the requisites for form-
ing a covalent bond but one attracts electrons
much more strongly than the other, the former
may acquire essentially all the bonding elec-
trons, thus gaining a unit negative charge at the
expense of the other atom left with unit posi-
tive charge. The electrostatic attraction between
the opposite charges will hold the atoms to-
gether in what is commonly called an ionic
bond, The existence of truly ionic bonds is in
sericus question, most so-called jonic bonds
being partly covalent and therefore more accu-
rately described as polar covalent,

All substances derive their special physical
and chemical properties from the nature of the
atoms that compose them and the way in which
these atoms are attached to one another. An
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understanding of chemical bonds is therefore at
the very heart of understanding chemistry. All
substances except the six elements mentioned
above normally exist in the form of atoms
bonded together. Therefore all chemical reaction
involves the breaking of existing bonds and the
formation of new ones. At ordinary tempera-
tures the usually dominant tendency is for
bonds to be broken in favor of forming new,
stronger bonds. Therefore a knowledge of bond
strength and the origin of this strength is also
essential to understanding chemistry.

Chemical bonds occur between atoms of all
the chemical elements except the six previously
mentioned, and in all chemical compounds. If
the atoms linked together are all alike, the sub-
stances is a chemical element, but if the sub-
stance contains bonds between unlike atoms
(different elements), it is a chemical compound,

The following gqualities of chemical bonds are
of special interest: number of bonds an atom
can form, multiplicity, bond length, bond angle,
and bond strength. Under most circumstances,
atoms tend to form the maximum number of
bonds of which they are capable. They can form
one covalent bond for each outermost half-
filled orbital they can supply. The number of
single bonds or their equivalent in multiple
bonds that an atom can form is usually called
its valence. A two-electron bond is called single,
a four-electron bond double, and a six-electron
bond friple. Bond length is important because
bond energy is greater at shorter internuclear
distances. It is measured experimentally as the
distance between the two nuclei. When an atom
forms more than one bond, the angle between
bonds is important in determining the geometry
of the molecule. In general, electron locations
in the exterior of an atom consist of bonds or
lone pairs. These locations tend to follow the
laws of like charge repulsions and be separated
as far from one another as possible. If all outer-
most electrons are in two locations, these must
be at opposite sides of the atom, and if in bonds,
the bond angle is 180°. If all electrons are in
three locations, these are at the corners of an
equilateral triangle planar with the nucleus, and
any bond angles are 120°, If all the electrons
are in four locations, these are at the corners of
a regular tetrahedron, corresponding to bond
angles close to 109°28'. Five bonds usually
assume a trigonal bipyramid structure, two tri-
gonal pyramids having a common base. Six
bonds most commonly are directed toward the
corners of a regular octahedron, Most melecular
sttucture or geometry can be satisfactorily
rationalized through this simple type of reason-
ing. As for bond strength, to be discussed in
detail presently, chemical bonds exhibit a wide
range of strength, but even the weakest are
recognized as bonds if they are sufficiently
stable to allow experimental studies of the com-
bined atoms. In general, chemical bonds are far
stronger, per atom pair, than the van der Waals
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forces described previously, and quite able to
persist at ordinary temperatures despite the
kinetic energy which threatens their disruption,
Although all bonds tend to break at sufficiently
elevated temperatures, some persist even at
several thousand degrees C.

Chemical bonds may join atoms together into
finite molecules or into indefinitely extensive
three-dimensional arrays of atoms in solids,
called nonmolecular. Molecular substances
themselves may become solid, if sufficient
kinetic energy is removed, through van der Waals
forces which hold the molecules together in
crystalline array. In molecular substances, each
molecule contains the same whole number of
each kind of atom, and thus can be assigned a
molecular formula which indicates its exact
composition but does not necessarily reveal the
exact arrangement of the atoms in the molecule.
For nonmolecular substances, all of which are
solid, the composition is commonly accurately
representable by definite chemical formulas,
but many examples exist wherein the compo-
sition is slightly variable and the formulas
cannot represent the composition accurately
in exactly whole numbers of atoms. These
differences are indicated by calling the exact
molecular compositions or nonmolecular com-
positions stoichiometric and the inexact com-
positions of certain nonmeolecular compounds
nonstoichiometric. Only in the solid state, and
then only for certain combinations of elements,
is nonstoichiometry possible in what are called
pure compounds. Most naturally occurring sub-
stances are mixtures of different chemical sub-
stances, to which assignment of specific chemical
formulas would be meaningless and misleading.

Covalent bonds involve bonding electrons
localized within the internuclear region, but
bonding electrons spread out if they can. Their
delocalization in metals, not possible in non-
metals where there are no extra vacancies into
which the electrons can spread out, removes the
limitation of valence imposed by the number of
available orbitals., Regardless of the number of
normal valence electrons, the atoms of metals
tend most commonly to pack together as closely
as is possible for like sized spheres, which gives
each interior atom 12 closest neighbors, or in
other close packing wherein each interior atom
has 8 direct neighbors and 6 more just a little
farther away. The special properties of the
metallic state, good conductivity of heat and
electricity, malleabijlity, and ductility, are the
consequences of the delocalization of electrons,
allowing them to flow among the atoms with-
out affecting the bonding, and allowing the re-
arrangement of atoms without the breaking of
specific localized bonds. Atoms of metal may
usefully be regarded as positive ions held to-
gether by the negative electron glue (bonding
electrons) that fills the interstitial space.

The exact description of chemical bonds or
the moelecules or nonmolecular solids which
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they hold together has been the unrealized, and
probably unrealizable, goal, of theoretical chem-
ists applying quantum mechanics for more than
half a century, (See PHYSICAL CHEMISTRY.)
The immense complexity of mathematical cal-
culations involved requires the extensive use of
computers even for approximations, and so far
defies efforts to obtain exact results, One cause
lies in the difficulty inherent in problems in-
volving, as do atoms, many-particle interactions.
Another, with respect to chemical bonds, lies in
the fact that the energies of interactions among
atoms are generally very much smaller than the
total energies of these atoms. For example, the
total energy of a molecule of potassium bromide,
KBr, is more than 8 million kJ per mole but
differs from that of the separate atoms by only
about 370 kJ. To evaluate the bond energy as
the difference between the total energies of the
separated atoms and the molecule is to deter-
mine accurately a small difference between very
large numbers, in practice impossible.

Nevertheless by far the major effort has been
directed toward quantum mechanical applica-
tions, even though these require numerous
simplifying assumptions and approximations,
Two ways of looking at a covalent bond that
have received most attention are: (1) the atomic
orbital, or valence bond approach, according
to which electron sharing is visualized as per-
mitted through the overlap of bonding orbitals
on each atom so that they occupy a region in
common within which the bonding electrons
are attracted to both nuclei; and (2} the molec-
ular orbital approach, according to which,
ideally, all the electrons of 2 molecule belong to
all the nuclei, occupying molecular orbitals
which are the equivalent of atomic orbitals in
atoms. Wave equations for these molecular orbi-
tals are usually obtained as a linear combination
of atomic orbitals (LCAQ). For a diatomic
molecule, coalescence of two bonding atomic
orbitals is pictured as forming two new molecu-
lar orbitals, one concentrating the electrons
within the internuclear region and called a
bonding orbital, and the other dispersing them
away from the internuclear region and called an
antibonding orbital. Each electron within a
bonding orbital serves to hold the atom together
and each electron within an antibonding orbital
cancels the bonding effect of one bonding
electron.

It is the molecular orbital approach which re-
ceives most current attention, and numerous
molecular properties are studied in this way.
However, not surprisingly, far less complicated,
more empirical studies have led to a more prac-
tical understanding of chemical bonds. In par-
ticular, @ simple concept of covalence allows a
practical method of calculating bond energies
from atomic properties which produce accurate
results for most molecular species and for many
nonmolecular solids as well. Thus it allows an
understanding of the origins of the heats of
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formation and reaction compiled by thermo-
chemists, and the prediction of the strengths
of bonds and the direction of chemical
reactions.

The concept is based largely on that of electro-
negativity, which is a measure of the attractive
force hetween a bonding electron and the effec-
tive nuclear charge acting over the distance of
the covalent radius. Atoms of different elements
differ in their electronegativity, or ability to
atiract bonding electrons. Consequently the
only chemical bonds in which the bonding elec-
trons are evenly shared are between like atoms.
In all compounds, the bonds involve uneven
sharing of electrons, which results in acquisition
of a partial charge by each atom. The initially
more electronegative atoms acquire more than
half share of the bonding electrons, leaving the
initially less electromegative atoms with a par-
tial positive charge and themselves acquiring
partial negative charge, This uneven sharing
results in an equalization of electronegativity
within the compound, since atoms initially low
in attraction for electrons become partially
positive, thus increasing the attraction for elec-
trons, while atoms initially high in attraction
for electrons become less 50 as the result of
acquiring partial negative charge. Thus each
bond between unlike atoms is polar covalent,
meaning that electrons are unevenly shared.
The energy of such a bond is considered to con-
sist of two contributions. One is the nonpolar
covalent energy £, which would result if the
two electrons were evenly shared at the observed
bond length. This is easily evaluated as the
geometric mean of the two homonuclear bond
energies, comrected for any difference between
the sum of the nonpolar covalent radii and the
actual bond length. The other is the ionic enetgy
E; which would result if one atom monopolized
these two electrons creating a positive and a
negative ion. The ionic energy replaces a part of
the total possible covalent energy, but the ionic

contribution is always larger than the part of the

covalent energy which it replaces, so that
polarity always strengthens the bond. For this
reason, chemical change tends to occur in the
direction of forming more polar bonds, and the
earth’s matter exists primarily as compounds
having polar bonds rather than pure elements
held together by nonpolar bonds.

A polar covalent bond is thus pictured as a
blend of a covalent and an ionic c¢ontribution,
both based on hypothetical extremes. The
blending coefficients are easily evaluated from
the partial charges, the ionic coefficient ¢; being
half the difference between the two charges,
and the sum of the ionic coefficient and the co-
valent coefficient ¢, being 1.00. In turn the
partial charges are evaluated from the initial
electronegativities. The electronegativity in the
compound is evaluated as the geometric mean
of all the initial atomic electronegativities. The
change in electronegativity corresponding to
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acquisition of unit charge is a constant times the
square root of the atomic electronegativity.
The partial charge is the ratio of the actual
change in electronegativity in forming the
compound to the change corresponding to unit
charge.

The energy £ of a polar covalent bond, in kJ
per mole, when bond length and radii are ex-
pressed in picometers, is

E=t B, +1E; = t.R(EapEpp)¥Y Ry
+ 138909¢,/R,

where R, is the sum of the nonpolar covalent
radii and Ry the bond length.

The homonuclear single covalent bond ener-
gies (Ep o and Egp) are determined directly or
indirectly from experiment. Here a very impor-
tant anomaly is recognized. Normally, as the
electronegativity increases and the radius de-
creases from left to right across the major groups,
one ¢xpects the homonuclear single bond energy
to increase steadily also. From M1 to M4 (e.g.,
Li-C) it does. Beyond M4, however, there are
two changes. The outermost shell now acquires
its first lone pair of electrons, having five to be
accommodated within only four orbitals. At
the same time, the homonuclear bond energy
decreases, If is assumed that the lone pair some-
how weakens the bond, so the effect is called
the lone pair bond weakening effect (LPBWE).
The effect is very large in nitrogen, oxygen,
and fluorine, and significant but much smaller
it the heavier elements of these groups. It is
halved when the atom forms a double bond and
eliminated when a triple bond is formed. Similar
reduction of this weakening is also observed in
certain single bonds. Although not yet thor-
oughly understood, the LPBWE provides quan-
titative explanation of many common and
important chemical facts, such as the existence
of nitrogen, oxygen, and carbon dioxide as
gases instead of solds like phosphorus, sulfur,
and silicon dioxide.

The bond energy equation given below, with
appropriate modification for solids, has been
successfully applied to thousands of different
bonds in hundreds of compounds, including
most of the common functional types of or-
ganic molecules, with results agreeing usually
within 1-2% of the experimental values.

The bond energy obtained in this way is the
contributing bond energy (CBE), defined as that
part of the total atomization energy which this
bond provides. Only for diatomic molecules is
this the same as the bond dissociation energy
(BDE). When breaking a bond liberates a frag-
ment—free radical—which consists of more than
one atom, the liberated bonding electron may
either decrease or increase the strength of the
remaining bonds, If it decreases the remaining
bond strength, extra energy must be absorbed
when the original bond is broken, making it that
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much more difficult to break and increasing the
bond dissociation energy. If breaking the bond
increases the remaining bond strength, energy so
liberated will permit the original bond to be
broken that much more readily, decreasing the
bond dissociation energy. This energy of re-
adjustment may be termed the reorganizational
energy of the radical. [t is applicable whenever
that particular is liberated by a bond dissocia-
tion. For example, all bonds to the phenyl
group, C4Hs—, require about 50 kJ per mecle
more to break than would be expected from
the contributing bond energy, this being the
reorganizational energy of the phenyl radical.
Such values can be very useful in organic chem-
istry, especially in uwnderstanding free radical
reactions,

Finally, no discussion of bonds, however brief,
should omit mention of the special bonding
exhibited in compounds of hydrogen. Since an
atom of hydrogen has only one electron, used
in its bonding, the nucleus remains quite un-
protected when the hydrogen bears partial
positive charge. If a small atom on another
molecule bears partial negative charge and a
lone pair of outer electrons, a substantial
attraction can occur between the positive
hydrogen of one molecule and this electron
pair, bridging the two molecules together.
Commonly termed a hydrogen bond but better
called a protonic bridge, this kind of bond is
cnly 5-10% as strong as a typical covalent bond
but nevertheless very widespread and important.
It is an important factor, for example, in deter-
mining the structure of liquid and solid water
and of proteins. Hydrogen can also form hydri-
dic bridges, in which the hydrogen atom is
bonded to two other atoms simultaneously
through what is sometimes called a three-center
bond, corresponding to half a bond to each
other atom. In a protonic bridge, a positive
hydrogen bridges two negatively charged atoms
each having a pair of electrons. In a hydridic
bridge, a negative hydrogen with a pair of elec-
trons bridges two positively charged atoms each
having a vacant orbital. Intermediate examples
of bridging by hydrogen are also observed.

Understanding chemical bonding remains the
most important and fundamental problem in
theoretical chemistry. Continuing evolution of
these concepts is to be expected into the indefi-
nite future.

R. T. SANDERSON
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BOSE-EINSTEIN STATISTICS AND BOSONS

Cross-references: CHEMISTRY; ELECTRONS, ELE-
MENTS, CHEMICAL; PERIODIC LAW AND PERI-
ODIC TABLE; PHYSICAL CHEMISTRY.

BOSE-EINSTEIN STATISTICS AND BOSONS

Bose-Einstein statistics is a type of guantum
statistics concerned with the distribution of
particles of a particular kind among various al-
fowed energy values taking into account the
quantization of the energy values. Quantum
statistics is a branch of STATISTICAL ME-
CHANICS which treats the average or statistical
properties of a systetn composed of a large num-
ber of particles using standard mathematical
techniques and the properties of the constituent
particles. It is different from classical statistical
mechanics only in that the particles of the sys-
tem are described quantum tnechanically.

Let us consider a system of N non-interacting
particles. Three different distributions of the
particles among the various energy levels are
possible depending upon the assumptions that
are made about the particles. If it is assumed
that each arrangement or distribution which
conserves energy is equally probable and also
that the particles are distinguishable, and if each
permutation of particles among the possible
levels is counted as a different distribution, one
obtains an average for the relative number of
particles in the various levels known as the
Maxwell-Boltzmann distribution. If the particles
are treated as indistinguishable and only the
number of different combinations of particles
is counted, the Bose-Einstein distribution is ob-
tained. A third distribution, known as the
Fermi-Dirac distribution, results if, in addition
to indistinguishability, it is required that the
particles obey the Pauli exclusion principle
which permits no more than one electron in
each gquantum state.

These three distributions may be expressed
mathematically as follows where n(€) gives the
number of particles per energy level at energy
€ when the particles are in thermal equilibrium
at ternperature T

1

(1) n(e)= g KT Maxwell-Boltzmann

1

(2} n(e) = SEekT -] Bose-Einstein

1

m Fermi-Dirac

(3) nle)=

where k is the Boltzmann constant and ¢q is
related to the number of particles present and
depends on the temperature in such a way that
for energies large compared to kT (so that the
probability of occupation for a level becomes
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considerably less than unity), all three distribu-
tions reduce to the Maxwell-Boltzmann distribu-
tion.

The appropriate form of statistics to apply to
an assembly of particles can also be discussed in
terms of the symmetry properties of the wave
functions describing the particles, Two classes
of wave function ¥ (a solution of the
SCHRODINGER EQUATION for two or more
identical particles) result from interchanging all
the coordinates, both spatial and spin, in the
wave function, It should be noted that this sym-
metry class does not change as a function of
time, The wave functions for particles obeying
Fermi-Dirac statistics (fermions) are anti-
symmetric, while those for bosons (Bose-Ein-
stein statistics) are symmetric. Therefore, for a
system of bosons, if all the coordinates of any
pair of identical particles are interchanged in the
wave function, the new wave function will be
identical with the original.

Photons, all mesons {except the mu meson
which is really a lepton) and all nuclei of even
mass number are bosons, while nucleons (i.e.,
neutrons and protons}, quarks, all nuclei of odd
mass number and all leptons, such as electrons,
neutrinos and the muon are fermions, All known
bosons have angular momentum »h/ /27, where
1 is an integer or zero and A is Planck’s constant.
The statistics of some nuclei have been deter-
mined experimentally by the observation of the
relative intensities of successive lines in the band
spectra of homonuclear, diatomic molecules.

One application of Bose-Einstein statistics to
a physical situation is the treatment of a “pho-
ton gas.” It is possible to obtain the Planck
distribution law for blackbody radiation by
treating the electromagnetic radiation inside an
enclosure at constant temperature as a gas of
particles of zero rest mass which obey the Bose-
Einstein distribution law. This treatment pro-
vides an interesting example of the wave-par-
ticle duality found in nature, since it is in
marked contrast to the original derivation which
was based on the wave nature of electromag-
netic radiation.

Ancther interesting application is the gualita-
tive explanation of the superfluid properties of
liguid helium which occur below the so called
lambda point of 2.186 K, At atmospheric pres-
sure *He condenses into a liquid at 4.3 K. If the
pressure is then reduced the liquid boils until
the temperature reaches the lambda point, where
the boiling immediately stops. The lack of boil-
ing is caused by a very large increase in the ther-
mal conductivity, which becomes essentially
infinite, so that all parts of the liquid are at the
same temperature. Below the lambda point,
liquid *He seems to behave as if it had nearly
zero viscosity when the viscosity is measured by
passing the liquid through a fine capillary, but
when the viscosity is measured by observing the
drag on parallel plates moved through the fluid
it 15 not zero. To explain these peculiar proper-
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ties, F. London?* suggested that liquid *He, be-
low the lambda point (often called He II} is
composed of two interpenetrating fluids, a
normal and a “superfluid,” The superfluid is
composed of those molecules in the ground
state or lowest energy state whereas the normal
fluid would consist of the remaining molecules.
The finite viscosity is due to the normal compo-
nent. As the temperature is reduced toward
absolute zeroc the number of molecules in the
superfluid compenent increases until at absolute
zero one would expect to have only a super-
fluid. Since *He is a boson and the Pauli exclu-
sion principle does not apply, there is no limit
to the number of molecules which can exist in
the lowest energy state. Thus this completely
different type of “condensation”™ caused by the
quantum mechanical properties of the molecules
not only provides a qualitative explanation of
the strange superfluid nature of He II but also
provides one of the few examples of a macro-
scopic system for which the mechanical behavior
cannot be explained by classical mechanics, It is
significant to note that no superfluid behavior
has been observed for *He which has spin 4 and
obeys Fermi-Dirac statistics and thus is unable
to condense into the lowest energy state even at
temperatures as low as a few thousandths of a
degree Kelvin,

ROBERT L. STEARNS
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BREMSSTRAHLUNG AND PHOTON
BEAMS*

An electron can suffer a very large acceleration
in passing through the Coulomb field of a nu-
cleus, and in this interaction the radiant energy
(photons) lost by the electron is called brem-
sstrahtung,! (bremsstrahlungt sometimes desig-
nates the interaction itself). If an electron

*This work was supporied by the U.S. Atomic En-
er? Commission.
“Bremsstrahlung”—German; bremsen, to brake and
Strahtung, radiation.
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whose total energy Ey 22 800/Z MeV traverses
matter of atomic number Z, the electron loses
energy chiefly by bremsstrahlung. This case is
considered here.

Bremsstrahlung in the coulomb fields of the
atomic electrons is adequately included by re-
placing Z2 in the formulas by Z(Z + 1). For
Z < 5, more complicated correction is required.*

Protons and heavier particles radiate relatively
little because of their large masses (radiation
rate is proportional to the square of the acceler-
ation, inversely proportional to the square of
the mass). If a very energetic electron traverses
one radiation length (X,) of any matter, brem-
sstrahlung reduces the electron’s energy to l/fe
of its incident value on the average. Some ex-
amples are:

Element Air C Al Fe Cu W Pb
Radiation
length
Xocom 20800 20 9.1 1.7 142 032 0.51

The energy dependence of radiation loss per
centimeter by an electron of energy £y, travers-
ing matter of density n atomsfcm® is given by
dEidx = -nEgrag where ¢mg is given by the
curves in Fig. 1.

A beam of energetic electrons incident upon a
radiator produces a bremsstrahlung beam that is
directed sharply forward. Photon angular dis-
tributions for typical “thick” tungsten targets
are shown in Fig. 2. Curves for other heavy ele-
ments are similar if all radiator thicknesses are
measured in units of the radiation length. In
such thick radiators, the incident electrons scat-
ter appreciably, as well as radiate, making any
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FIG. 2. Theoretical bremsstrahlung angular distribu-
tions from thick tungsten targets for relativistic en-
ergies. These data are obtained from the Natl. Bur,
Std. Handbook, 55. Ry is defined as the fraction of
the total incident electron kinetic energy that is radi-
ated per steradian at the angle !

The angle « is measured with respect to the incident
electron’s direction. Since the electron may scatter be-
fore it radiates, o # 8 where e is shown in Fig, 3.

observed photon distribution actually an aver-
age over electron scattering angles of the basic
bremsstrahlung distribution. The basic brem-
sstrahlung angular distribution has a zero at
& = 0, which is quite different from the curves
of Fig. 2. The basic spectral shape is a weak
function of photon angle and, in thick radia-
tors, electron scattering modifies this shape
slightly {Fig. 3). Examples of thick radiator
spectra are shown in Fig. 4 for various incident
electron energies. The bremsstrahlung spectra
depend upon screening of the nuclear coulomb
field by atomic electrons through the parameter
v = 51kf[Eg(Eg - K)ZV?], where k is the pho-
ton energy in million electron volts. For com-
plete screening (7y = 0), the thick radiator spec-
trum is given by

dop _4z2r¢ [[ (EV 2 E
ak 137k F 3 E,

1 F
. S VE DL W,
In (1832 )+9 o}cm MeV

where E is the final electron total energy in mil-
lion electron volts and 7y is 2.82 X 10712 ¢cm.
For no screening (v 2 1),

dop 427 [ (EV 2 E

dk 137k Eol 3 E
2E.E 1],
[1“0.51k 2] /MeV
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FIG. 3. Dependence of the spectral shape (Schiff’s
calculation) on the photon emission angle, 8. k is the
photon energy in MeV. These curves are from refer-
ence 1. £y is the incident electron energy in MeV.

Intermediate screening (2 < ¥ < 15) leads to
much more complicated formulas.!

A remark concerning formulas is in order.
Generally, expressions for a given cross section
are very different depending upon whether the
electron energy is small or very large, upon
whether the screening is zero, intermediate, or
complete, and upon whether one is dealing with
the most usual electron-nucleus collisions or
with purely electron-electron collisions. Most
calculations have been done in Born approxima-
tion. The reader is referred to Koch and Motz!
for an excellent review article on the subject.

The absolute number of bremsstrahlung pho-
tons in the photon energy interval dk radiated
by a single electron of energy £y traversing a
radiator of thickness dt and n atoms/cm® is
given by (dop/dk)n dt dk, where dofdk can be
found from Fig. 4.

1t must be noted that photon-electron show-
ers begin developing in approximately one radi-
ation length, and these formulas and curves
apply only to the basic bremsstrahlung interac-
tion itself or to radiators somewhat thinner
than one radiation length.

Conventional bremsstrahlung beams are par-
tially polarized only from extremely thin radia-
tors (< 107% radiation lengths) because the
angular region of polarization is sharply peaked
about the angle 8 = moc2/Fy. Electron scatter-
ing in the radiator broadens the peak and shifis
the maximum to larger angles. Polarization is
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defined by

d01(8, Ey, k) - don(8, Eq, &)
doy(8, Eq, k) +do|(@, Eq, k)

where an electron of energy E, radiates a pho-
ton of energy k£ at angle 6. | and || directions
are with respect to the plane defined by the in-
cident electron and the radiated photon. When
the electron is relativistic before and after the
radiation, the electric vector is most probably
in the | direction. Polarization in conventional
beams is difficult to observe because thin, low-
yield radiators are required. Practical thick-tar-
get bremsstrahlung shows no polarization ef-
fects whatever. One usually deals with this
unpolarized bremsstrahlung and therefore aver-
ages over all possible states of polarization of
the incident photons.

It is clear that if one makes use of polarized
photons when investigating electromagnetic in-
teractions, additional information on spin and
angular momentum states can be obtained. The
need for this additional information is so com-
pelling that special techniques are freguently
employed at the highest-energy electron accel-
erators (e.g., SLAC, DESY®) to generate polar-

*SLAC-Stanford Linear Accelerator Center, Stan-
ford, California; DESY—Deutsches Elektronen-Syn-
chrotron, Hamburg, Germany.
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ized photons. Unfortunately, vields are low by
normal intensity standards, but not unusably
s0.

Coherent bremsstrahiung from an electron in-
cident upon a properly oriented single crystal
(e.g., diamond) is discussed in a definitive re-
view article by Palazzi.? This effect depends
upon the interactions being coherent from the
scattering centers in a given crystal plane. A
typical spectral shape (Fig. 5) and polarization
(Fig. 5a) prove to be extremely useful even
though the spectrum is not monochromatic and
free from background. Techniques for orienting
the crystal radiator are given by Luckey and
Schwitters.* Typical examples of high-energy
polarized photon beams and their agplications
to phgsics are found in Ballam et al.,* Bingham
et al.,> and in Bologna et al .

Polarized photon beams from high-energy ac-
celerators are frequently generated through the
inverse Compton effect. Nearly 100 per cent
polarization can be achieved with reasonable
spectral shapes, but photon yields are some-
what lower than from the coherent bremsstrah-
lung process discussed above. Linearly polarized
photons from a high-power pulsed laser are di-
rected into a nearly head-on collision with a
high-energy electron beam. Those photons that
are back-scattered through approximately 180
degrees carry a large fraction of the electron’s

82" HBC

High
Energy
Photaon
Beamn h

*
Final
Collimator

Lens-Mirror
Assernbly

g Beam
Oump

Inverse Compton
Scattering
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Beam

FIG. 6. A nearly-head-on collision of a high energy electron and a laser photon is accomplished at SLAC in the
manner shown schematically here. The electron beam employed is part of the central beam facility at SLAC.
Angles are exaggeraied and there is no scale. Practical considerations eliminated the possibility af crossing the two
beams at angles much less than 3 mrad. The high energy photon beam finally enters the 82 hydrogen bubble

chamber where its interactions with hydrogen are studied.
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FIGS. 7 and 8, Energy spectra obtained from operation with 12 and 16 GeV electron beams, giving 2,97 and
4.87 GeV scattered photons respectively. These spectra were obtained by measuring e*e™ pairs produced in the
bubble chamber along the known beam line.
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BROWNIAN MOTION

Brownian motion is the randomly agitated be-
havior of colloidal particles suspended in a fluid.
The phenomenon is named for its discoverer,
Robert Brown, an English botanist. In 1828 he
observed the “perpetual dance™ of microscopic
pollen grains suspended in water. Initially, this
effect was interpreted as being due to the
motions of living matter, but it was later found
that any tiny particles in suspension exhibit
Brownian motion,

In 1888, M. Gouy attributed the motion to
the bombardment of the visible particles by
invisible thermally excited molecules of the
suspension. In 1900, F. M. Exner expressed the
view that the kinetic energy of the visible parti-
cles must equal that of the surrounding sus-
pension particles, and he attempted to estimate
molecular velocities on this basis.

In a series of papers published from 1905 to
1908, Einstein! successfully incorporated the
suspended particles into the molecular-kinetic
theory of heat, He treated the suspended parti-
cles as being in every way identical to the sus-
pending molecules except for the vast difference
of their size. He set forth several relationships
which were capable of experimental verification
and he invited experimentalists to “‘solve” the
problem.

Several workers undertook this task. The most
notable of these was Perrin> Perrin’s special
success was due to his technique of preparing
particles to suspend which were of uniform and
known size. The uniformity was achieved by
fractional centrifuging, and the size was estab-
lished by noting that they could be coagulated
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into “chains” whose length could be measured
and whose “links” could be counted. The micro-
scopic observation of these uniform particles
enabled Perrin and his students to verify the
Einstein results and to make four independent
measurements of Avogadro’s number. These
results not only established our understanding
of Brownian motion, but they also silenced the
last critics of the atomic view of matter.

Probably the simplest example of Perrin’s
experiments was his test of the Law of Atmo-
spheres. If we assume that the air is at rest and
has the same temperature from ground level
upward, it can be shown that the pressure {and
concentration) of the air falls off exponentially
with increasing altitude. For particles of mass
m and density p suspended in a medium of
density p’ at absolute temperature T, the ratio
of the particle concentrations n; to n, at
heights A, and /4, is given by

n [_ mg{p—p'}No(hl—hz}]

— = £X
1y d pRT

where Ny is Avogadro’s number, g is the accel-
eration of gravity, and R is the universal gas
constant, Although the concentration of air
varies slowly with height, the concentration of
the relatively heavy particles varied significantly
over a height change of a few millimeters. By
observing the concentration variation as a func-
tion of height, all gquantities in the given equa-
tion were Known except Avogadro's number
which could therefore be determined.

JAMES A. RICHARDS, JR.

References

1. Einstein, Albert, “Investigation of the Theory of
the Brownian Movement,” A. D. Cowper, trans-
lator, New York, Dover Publications, 1956.

2. Perrin, Jean, “Atoms,” D. L. Hammick, translator,
London, Constable, 1923,

Cross-references: ATOMIC PHYSICS, HEAT.



153

kinetic energy and retain the full polarization
of the original laser photons. Several hundred
photons of & 95 per cent polarization and §
GeV energy are routinely obtained from each
pulse of a two-joule ruby laser in conjunction
with the linear accelerator electron beam at
SLAC.7 (See Fig. 6.)

Kinematics of these *‘laser beams™ are given
by

Eo(1-2)
= ——— <1
k= v ame)y
where & = scattered photon energy in the
lab, Ey = electron energy in the lab,

a = [1+ (alkifm)}~!, m = electron mass (0.5
MeV), and T" = Efm. k; = laser photon energy
(ruby laser light has k¢ = 1,786 X 107% MeV)
and & = lab angle {in radians) of scattered pho-
ton. (Electron beam has 8 = 0 rad.) For exam-
ple, if Eg = 20.000 MeV, k; = ruby laser energy,
then k = 7070 MeV. At photon energies in the
several thousand MeV range (several GeV
range), & must be restricted to = 1075 radians
to restrict the lower spectral limit of the pho-
tons to approximately 90 per cent of the maxi-
mum photon energy. Typical spectra are shown
in Figs. 7 and 8.

Measurement of the photon flux in an accel-
erator bremsstrahlung beam is required in order
to make quantitative determinations of cross
sections and to normalize observations. An in-
strument called a “quantameter™® is used quite
successfully for this purpose and is accurate to
the order of 1 per cent. It basically provides
sufficient matter {copper plates} to contain the
entire electron photon shower volume gener-
ated by the incident bremsstrahlung beamn as
well as to sample and integrate the intensity of
the showers over their entire extent.

“Inner bremsstrahlung” is an interesting ex-
ample of true bremsstrahlung. In beta decay
interactions and in orbital electron capture, one
sees, on the average, a low-intensity photon
continuum, the quantum limit of which is equal
to the transition energy of the interaction.
These photons are bremsstrahlen emitted by
the electron in its transition to the final state.

The Feynman approach to theoretical treat-
ment of the bremsstrahlung process is detailed
by Williams.? A definitive review article on
bremsstrahlung, especially from gaseous tar-
gets, has been written by Blumenthal and
Gould.!'® They include the closely allied topic
of synchrotron radiation and Compton scatter-
ing as well as some other interesting radiative
effects. They provide an excellent and quite
current bibliography.

A tecent paper by Chahine!! has shown the
importance of the long radiative tail to wide
angte hard bremsstrahlung in very inelastic scat-
tering of mu mesons. Its bibliography is useful in
further study of this aspect of bremsstrahlung,

A process called hard gluon bremsstrahlung
has been newly observed (1979) in the head-on

BREMSSTRAHLUNG AND PHOTON BEAMS

collisions of beams of high energy electrons and
positrons.}? At energies near 15 GeV for each
colliding particle, jets of hadrons (collimated
groups of strongly interacting particles, e.g.,
pions, protons, etc.) are sometimes produced,
The usual two-jet structure has been seen to be
accompanied occasionally by a third less ener-
getic jet of hadrons. A model and theory for
interactions of high energy particles, quantum
chromodynamics (QCD), furnishes a quantita-
tive explanation of the observed three-jet struc-
tures in terms of a fundamental (?) particle
{quark) emitting a field particle {gluon) in the
scattering process, Gluons in the interaction,
as well as quarks, have the property of material-
izing in the laboratory asjets. The least energetic
jet is usually interpreted as the materialization
of a gluon emitted with relatively lower energy
than the parent quark, In analogy with a charged
particle (usually an electron) emitting a corre-
sponding field particle (a photon), this latter
process, properly termed bremsstrahlung, has
given its name to the process of gluon emission
by a quark. An excellent review article by
Duinker!? includes this subject as well as ref-
erences to the current literature,

Hadronic jets have also been observed in the
basic process of scattering of neutrinos by
nucleons.!? The hadronic jet structure occa-
sionally arising from these interactions is, again,
quantitatively explained in QCD only by invok-
ing the idea of hard gluon bremsstrahlung,

These latter two processes are found in colli-
sions of particles at the highest accelerator
energies currently available, As energies increase
with the advent of newer and larger accelerators,
gluon bremsstrahlung will likely remain an im-
portant part of the scattering process,

ROBERT W. KENNEY
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CALCULUS OF PHYSICS

To label a topic as the “calculus of physics” is
not intended to imply the establishment of
some new type of mathematics, but rather that
a point of view different from that comfortable
to the professional mathematician is to be em-
ployed in its discussion. Concepts are intro-
duced for the immediacy of their application to
the description of physical phenomena, and a
heuristic approach is used to introduce them.
We shall not hesitate to ignore interesting but
uncommon exceptions to our statements and
shall make use of pictorial representations and
special cases to illustrate our points.

Functions Since many of the processes of
physics are continuing, with the state of things
at a2 given instant developing smoothly out of
the state of things in the previous instant, the
means of describing these processes compactly
is with the help of continucus functions. In
some sense, any way of naming the members of
aset of objects when given a member of another
set comprises a functional relationship. Thus if
one is given the set of numbers

x=1,2,3,4-+-
and the relation

y=x', {(n
then one immediately knows that
y=1,8,27,64, .

Eaq. (1) is one way of representing the function.
Another would be to tabulate x and y side by

side:
x|{12 3 4
y|1827 64’

and another is to draw a graph of y against x,
asin Fig. 1. The points contain exactly the same
information as the table; the curve contains
much more information, but not as much as
Eq. (1). Thus it would be a hypothesis to say
from the table alone that to x = 4 there cor-
responded y = L. The curve (if it could be
read accurately enough) would zllow one to
make that assignment, but would not allow one
to conclude that x = 5 corresponds to y = 125.
Equation (1) contains all of this information,
and more. We understand from it that to any
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FIG. I

value of x one may obtain y by multiplying x
by itself and the result by x again. In this case, x
is the independent variable, ¥ the dependent
variable. The concept of continuity is contained
in the idea that between any two values of x
another can be found; and the concept of con-
tinuous function, that to all such values of x a
value of y can be assigned according to the
prescription in Eq. (1).

Our example is one of the simplest types of
function: an algebraic function. Functions of
several variables may be considered: functions
of complex variables, trigonometric functions,
exponential functions, etc. Because of their im-
portance in representing physical processes, let
us consider the trigonometric functions a little
more closely,

The trigonometric functions are functions of
the variable # (or x or y, or any other symbol
you choose), which need not be an angle in the
narrow sense, although in physics applications
we shall insist that the variable be dimensionless
as an angle is. (The distinction between units
in which the size of a quantity is expressed
relative to some standard and dimensions, which
are fundamental attributes of a quantity in
terms of mass, length, and time, will not hold us
here. Suffice to say that, e.g., a second is a unit
for the dimension time, and the ratio of an arc
length to a radius of the arc, which may be ex-
pressed in the unit redien, is dimensionless.)
The tables of trigonometric functions provide a
discrete representafion, and the familiar graphs
are even more useful in visualizing their prop-
erties. Figure 2 is a graph of the function y =
sin § and Fig. 3 of ¥ = cos 8. The horizontal
scale of each of Figs. 2, 3 shou!ld be thought of

1558
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as extending to the left and right indefinitely
with the curves repeating the behavior as shown
every 360, The vertical scales for the sine and
cosine functions need be no larger than shown,
since their curves oscillate between plus and
minus one,

These are examples of continuous functions of
a single variable {(f in these illustrations}. They
are periodic functions, i.e., they repeat their
values periodically as the independent variable
continuously changes. It is the property of
periodicity which makes these functions suitable
for representing certain physical phenomena.

In Fig. 4 we represent two more useful func-
tions for physics applications: the exponential
curve, ¥ =X and its inverse, y =e™X = | fex,

As a matter of notational convenience, one
frequently replaces y by fix), to be read as
“function of x.”" As a rule, continuous func-
tions can be represented by sums of aigebraic
functions of the independent variable. For
example:

g3 g5 g7
sm8=8—3—1+~5—!~-?-l— +

2 84 66
0059=l-§ 4—!- 61 c+

where & must be expressed as a dimensionless
ratio; i.e., in radians rather than degrees, and
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Distance traveled, x, in miles

Time, £, in hours

FIG. 5
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Derivative We can now introduce a few of
the concepts of the branch of mathematics
which deals with functions and their properties,
the calculus. To be specific, we should like to
mention the derivative and the integral of a
function. The reader will know something of
these already: e.g., the speed of an automobile
is the time derivative of its pesition. This is
shown in Fig. 5. The slope of each line repre-
sents the speed with which the automobile trav-
eled from New Haven to Boston: 50 mph,
371 mph, 30 mph The speed, v, is given by
Afot where At is the time reqmred to tra-
verse the distance Ax. From the graph, one sees
that the slope is also the tangent of the angle
made by the line with the horizontal axis. These
are general properties of the derivative.

The question arises as to what happens if the
line is not straight. Then one defines the deriva-
tive in the same way, but expects its value to
change from point to point along the curve, At
each point, one draws the tangent line and cal-
culates its slope. This is the derivative. The ab-
stract definition of derivative is based on the
notion of lmit. In mathematical language, if a
function approaches a fixed value as close as
one pleases while the independent variable ap-
proaches a given value arbitrarily, the function
is said to approach a limit as the parameter ap-
proachesits value, The notation is limx—g f(x) =
f(a), to be read as *‘the limit of f(x) as x ap-
proaches 2 is f(a)”” For simple algebraic
functions the concept is rather obvious: If
f(x) = ax + bx?, then limx—y f(x) = 22 + 4b.
The reader should be warned, however, that the
situation is not always so obvious. For example,
let f(x) = (ax + bx?)fcx. As x = 0, both numer-
ator and denominator approach 0, so
limx—o f(x) seems to be 0f0, which is indeter-
minate. However, the limit is actually finite;
namely, it is a/c, The derivative has been heuris-
tically defined as Af(x)/Ax, but this has signifi-
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cance only so long as the ratio remains determi-
nate as Ax = 0. Formally, one says

dfx)  flr)- fx)

~——= lim ——, 0or

dx X,—x, X3 = X
df(x)  Af(x)
— = lim ——
dx Ax—0  Ax

For all the cases we shall be interested in dis-
cussing, the limit exists, is equal to the deriva-
tive, and is equivalent to the tangent to a curve
of f(x) vs x at the point in question. This is
illustrated in Fig. 6, which is a graph of 5 = 16¢2,
At 2 sec, the tangent has a slope of 64 ft/sec,
and at 3 sec it is 96 ft{sec. Since the speed is
changing with time, we can graph it and find its
rate of change or derivative, as shown in Fig. 7.
The slope is seen to be a constant: 32 ft/sec?.
What is its meaning? This is the acceleration of
the object which is moving according to the
graph in Fig. 6. Thus the acceleration is defined
as the time derivative of the speed. For an ob-
ject moving with constant speed, the accelera-
tion is zero—as it should be to conform with
COMmMOn sense. _

While speed and acceleration are among the
most familiar examples of derivatives, we
should note that the derivative of a function
need not be taken with respect to time. If fisa
function of an arbitrary varable, x, then the
derivative is equal to Af(x){Ax, where Af and
Ax are measured on the tangent drawn at point
x. The notation, which we shall have occasion
to employ, is dffdx for the derivative, and

96
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d?f/dx? for the derivative of the derivative {this
would be the acceleration if f(x) were distance
and x were time). The reader will imagine that
more derivatives may be taken, and wonder if
the process is limitless. For some functions, e.g.,
eX  there is no h.i;;hest derivative to be taken.
For others, e.g., x°, all derivatives above a given
one are zero—the zero values begin with the
fourth derivative in this case,

Examples of derivatives which can be used in
calculations are defdx = 0, where 4 is a con-
stant, dxfdx = 1, dx?jdx = 2x, dxn{dx = nxn !
where n is any number, and d(ax")dx = rax""?
where ¢ is a constant.

dex . de*
dx AP

dsinf _ osﬁdcose--si P
dé ' dg n

Integral The other important operation of
the calculus is integration. It may be simply de-
fined as the inverse of taking the derivative,
although such a definition has only limited use-
fulness—mainly it lulls the unwary into thinking
he may know something of the process. An op-
erational definition, lacking elegance, may be
more nearly indicative of the true nature of the
integral: It is a function so constructed that its
derivative vields the function whose integral
was to be found. From our examples of deriva-
tives, the curve of Fig. 7 may be written as

dxjdt =32, (2)
and of Fig. 6 as
x = 1612, 3)

We have been at some pains to show that
dxfdt = 32¢, so by our definition of integral, x
is the integral of dx/dt. The notation for inte-
gral is shown in Eq. (4):

x =J(dx{dt) de. 4)

Although this is rather a special case, it con-
tains a number of interesting features. If it were
a legitimate operation to “multiply’” dx/dt by
dt, the expected product would be dx, and Eq.
(4) would become

x =jdx, (5)

which somehow looks like an identity. In fact,
if we think of dx replaced by Ax and [ by
“sum of,” then

x =("sum of*’) Ax

is pretty obvious. Pictorially, we may think of
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TABLE 1

t Interval Otolsec Oto2sec Dito3sec

Area 1] 64 144

the integral of a function as the area under a
curve giving the graphical representation of the
function. In the general case, the notation reads

jf (x) dx,

where the dx performs some of the functions
in the derivative notation: It identifies the in-
dependent variable and implies how the opera-
tion is to be carried out.

To give an example, let us return to Fig. 7
and calculate the area under the curve. Table 1
contains the results for the area up to 1 sec, up
to 2 sec, ete, It is clear that the numbers in the
“area” row can be obtained from Eq. (3) by
evaluating it for t = 1, 2, 3 sec, respectively.

What of the integral as area when the curve
js not as simple as our example? Even the case
graphed in Fig. (6) appears to be beyond the
definition. We are rescued from this dilemma
by recalling that we deal with continuous func-
tions, so we may employ as small a Ax as we
please. Thus the integration becomes the sum-
mation of many areas whose bases are Ax and
heights the values of f(x} at the point in ques-
tion. Some error will remain: The lined areas
shown in Fig. 8 will not always cancel as they
must for exact total area calculation, That is,
our calculation of the area of the strip as
f(x) - Ax omits the piece with vertical shading
lines and incorrectly includes the piece with
horizontal shading. However, as Ax becomes
smaller, these two pieces will come nearer and
nearer to canceling for each strip. The penalty
for increased accuracy is increasing the number
of strip areas to obtain and sum.

fix}
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In fact, for the simpler functions it is pos-
sible to obtain the integral without adding
areas: The means we have already used of look-
ing for a function whose derivative is the func-
tion in hand is one method of doing so. Of
course, with the advent of highspeed digital
computers, the task of adding wp many little
strips to calculate the integral numerically is
reduced to preparing a program to control the
computer—and the program will work for any
function which can be tabulated,

Sample integral formulas which can be used
are

1
jdx=x+c,dex=5x2+c,

ax? 1
axdrx=—, | x"dx=
2 n+1
(n¥F-1)

fcos&d8=-3in9+c, fﬂnﬁdﬂ=cosﬁ +e,

fe" dx =zex +¢, fe'x dx=-eXx+¢,

where ¢ is a constant which cannot be deter-
mined in the integration.

MCALLISTER H. HULL, JR.
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CALORIMETRY

Calorimetry is the science of measuring the
quantity of heat absorbed or evolved by matter
when it undergoes a change in its chemical or
physical state, The apparatus in which the mea-
surement is performed is a calorimeter, and the
experimenter is frequently referred to as a
calorimetrist,

When matter is involved in a chemical or
physical process, its total energy content is
usually altered, The difference in energy be-
tween its initial and final states, AF, must be
transferred to, or from, the environment of the
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system. This energy exchange between the sys-
tem and its environment is in the form of heat
or work or both, In calorimetry, the energy
exchanged as heat is quantitatively evaluated.
The heat absorbed by the system, g, is related
to the work done by the system on its environ-
ment, ), and the increase in internal {total)
energy of the system, AE, by the thermody-
namic relationship
g=AF+w. (1)
When calorimetric measurements are performed
at constant pressure and only pressure-volume
work is involved, ¢ is equal to the increase in
heat content or enthalpy AH. Most calorimetric
measurements are performed under these condi-
tions, but when other conditions are imposed,
appropriate consideration must be made in the
thermodynamic treatment of the data.

The process selected for calorimetric study
may be a simple change in the physical state of
matter, such as a change in temperature of the
material, or it may consist of a series of complex
chemical reactions such as are encountered in
the combustion of many fuels, In fact, nearly
any process involving a chemical or physical
change in matter might well become a necessary
subject for calorimetric investigation.

Calorimetric determinations of energy changes
are essential in many theoretical and practical
problems. Heat capacity or specific heat data
are vital to the design of heat exchange equip-
ment. The thermal properties of steam and
certain metals are major considerations in the
design of modern boilers and turbines. The
heats of combustion of fuels are essential in
rocket, engine, and gas turbine design. The heat
liberated by chemical reactions must be con-
sidered in the development of chemical process
gquipment. Often the equilibrium constant re-
quired to determine directions and extent of
chemical reactions is most conveniently ob-
tained by a simple calculation from the free
energy change AF. For a great many processes,
numerical values of AF can be obtained from
the change in heat content AH, and the en-
tropies of the participating substances S, using
the thermodynamic relationship

AF=AH-TAS, (2)

where T is the absclute temperature, The en-
tropies of the individual substances can generally
be evaluated from heat capacity measurements
that extend to very low temperatures. In addi-
tion to these primarily practical design consid-
erations, calorimetric measurements can provide
information about the microscopic parameters
of a material, such as its structure or the energy
levels of its electrons and atoms, This informa-
tion in turn can provide insight into the funda-
mental interactions in the materizal,

The design and constructional details of cal-
orimeters vary widely because of the diversified
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nature of the processes suitable for calorimetric
study. However, the basic principles are general,
and their consideration constitutes 2 common
requirement in practically all designs. Suitable
devices and procedures for three essential mea-
surements are usually required, but one or two
can sometimes be omitted by operating under
certain restrictions, The measurements are; (1)
the temperature of the calorimeter and its con-
tents, (2) the gquantity of energy that is added
to the czlorimeter from an external source, and
(3) the quantity of heat that is exchanged be-
tween the calorimeter and its envircnment.

Most calorimetric operations involve a tem-
perature change, since the heat liberated (or
absorbed) during the process is stored in the
calorimeter and its contents by virtue of their
combined heat capacity. Thermocouples, ther-
mopiles, and resistance thermometers are com-
monly used for temperature measurements. The
quantity of energy liberated or absorbed in a
calorimetric process is most commonly evalu-
ated in terms of electrical energy. This is done
by three similar methods. (1} In an exothermic
process where heat is liberated, the calorimeter
is cooled to the original temperature; the tem-
perature rise is then duplicated using an electri-
cal resistance heater, {2) The heat absorbed in
an endothermic process is supplied by an elec-
trical heater at such a rate as to keep the tem-
perature constant, {3} In heat capacity measure-
ments an electrical heater supplies known
amounts of energy to the sample. The resultant
temperature change is then monitored. Elec-
trical energy and temperature can be measured
very accurately by modern methods.

The guantity of heat exchanged between the
calorimeter and the environment {s a more diffi-
cult problem. When two adjacent bodies (such
as a calorimeter and its environment) are not at
eXxactly the same temperature, heat is transferred
from the warmer to the cooler body. This trans-
fer is made by three major processes: (1) gaseous
convection, (2} radiation, and (3) cenduction,
Gaseous convection can be completely avoided
by evacuating the space between the calorimeter
vessel and its environment. When evacuation is
impractical, convection can be minimized by
suitable geometrical considerations in the design
of the calorimeter, It is very important to avoid
or at least minimize convection, since the heat
transported is a complex function of the tem-
perature difference and an accurate evaluation
is impossible. For small temperature differences,
radiation is usually not a serious problem at low
temperatures but is a major contributor to heat
exchange at elevated temperatures, Heat ex-
change by radiation can be limited to a few
percent of the blackbody (maximum) values by
the use of suitable reflecting surfaces on the
outside of the calorimeter and on the adjacent
environment. Conduction by air or other gases
is also usually minimized by evacuating as much
as possible of the space between the calorimeter
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proper and its environment, Conduction in solid
materials, used for supporting the calorimeter
and for electrical leads is optimized by praper
choice of materials and geometrical design.

In the absence of convection and for small
temperature differences, the heat transferred,
@, is predominantly via conduction and is es-
sentially proportional to the temperature dif-
ference AT and time ¢, in accordance with
Newton’s law of cooling,

Q=kAT:, 3)
There are two approaches chosen currently, For
large samples, this heat exchange is minimized
by reducing the quantities on the right-hand
side of Eq. (3). The constant k is a measure of
the thermal link to the environment and is mini-
mized by design considerations. Adiabatic cal-
orimeters maintain the calorimeter and the en-
vironment at the same temperature so that the
temperature difference AT equals zero, In this
approach, corrections are made when the heat
transferred is not exactly zero. For smaller
samples, the connections necessary for measur-
ing temperature and supplying electrical energy
are a source of significant heat exchange and
the corrections become rather large, The second
approach therefore, instead of minimizing the
heat transferred, actually uses the heat exchange
to measure the heat capacity. The rate of change
of the temperature of the sample 2AT/dt times
the heat capacity of the sample, C, is equal to
the rate of heat exchange:

d CdAT
.. . )
dt dt

By accurately measuring the guantities on the
right hand side of Eq. (3), Eq. (4) may be used
to obtain C,

In calorimeters containing liquids, there is a
possibility of a fourth mechanism for transport-
ing heat. This method involves the transport of
matter from the calorimeter and its subsequent
condensation on the surrounding surfaces. The
effect can be avoided by keeping the environ-
ment warmer than the liquid or by completely
enclosing the liquid. However, even in a com-
pletely enclosed system the possibility of vapor-
ization into the space above the liquid with
increasing temperature must be considered for
volatile liquids,

There are many different varieties of calorim-
eters, each being particularly suited for a specific
type of measurement. Some general features of
several representative types are discussed below,

Low temperature calorimetry, used down to
the temperatures available with liquid and solid
hydrogen, ~10 K, has become an important
source of heat capacity data for the evaluation
of entropies of substances from measurements
extending from near the absolute zero to room
temperature or slightly above. This information
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may, in particular, be used by chemists to pre-
dict chemical reactions. The calorimetric vessel
consists of a vacuum-tight metal container in
good thermal contact with an electrical resis-
tance heater and a thermocouple or resistance
thermometer, The sample under study is sealed
in the container along with a small amount of
gaseous helium, The helinum aids in attaining
thermal equilibrium at low temperatures be-
cause of its high thermal conductivity, The
calorimetric vessel is suspended in an evacuated
chamber by some material, such as a strong
thread, having low thermal conductivity. This
chamber is often within a massive copper block
which provides a uniform and stable thermal
environment, The temperature of the protective
block is kept at a temperature near that of the
calorimetric vessel, The heat exchanged is evalu-
ated by observing the temperature difference
AT as a function of time and applying Eq. (3)
in an integrated form, The constant k is evalu-
ated by observing the change in temperature of
the calorimeter vessel and its contents under
equilibrium conditions, During this rating period
the temperature change is due entirely to heat
exchanged with the environment. Some calo-
rimetrists use the adiabatic principle and main-
tain the temperature of a protective shield as
near as possible to that of the calorimeter, This
procedure results in the elimination of heat
exchange corrections but is not entirely free
from obijections. Although low-temperature
calorimeters are used chiefly for heat capacity
determinations, heats of transition, heats of
fusion, and heats of vaporization are also
measured.

At very low temperatures, calorimetry is used
to measure energies associated with the order-
ing of the magnetic moments of nuclei, transi-
tions into the superconducting state of metallic
elements and compounds, and other phenomena
which require only small amounts, or quanta,
of energy to be activated. A decade decrease in
temperature means a decade decrease in the size
of the energy quanta which can be studied, and
in this sense the range from 0.1 to 0.01 K covers
a range equivalent to that between 1000 K and
100 K (i.e., from far above, to far below room
temperature at 300 K). Temperatures down to
0.3 K are achieved by reducing the pressure
over a bath of the helium isotope of mass 3, a
relatively simple process. Using a more complex
process, a helium dilution refrigerator produces
millikelvin temperatures and thus heat capacities
can be measured in the decade around 0.01 K.
One method which has been used to measure
the heat capacity of small samples such as thin
films weighing less than 1 mg (10~4-10"% moles)
at low temperatures is the so-called relaxation
method, The sample is heated by an electrical
heater to a small AT above its environment.
The electrical leads provide a previously mea-
sured heat link to the environment, so that when
the heater is turned off the temperature of the
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sample will relax back to that of the environ-
ment with a time constant proportional to the
heat capacity of the sample. Here, as in all heat
capacity measurements, the heat capacity of
thermometers, heaters, and electrical leads is
lumped together with that of the sample. To
isolate the heat capacity of the sample, there-
fore, all of these addenda must be accurately
known and subtracted from the total,

An interesting type of measurement is time-
dependent heat capacity. In some materials,
it is possible to put energy into only the elec-
trons or only the ion lattice because the time
needed for the electrons and the lattice to
exchange energy and reach equilibrium is very
long (up to seconds), Measuring the heat capac-
ity as a function of the time probes both the
equilibration processes and the electron and/or
lattice heat capacities,

The dropping method is the most common of
the accurate high-temperature procedures for
measuring heat contents. This apparatus consists
of a carefully regulated furnace and a suitable
calorimeter, such as a Bunsen ice calorimeter,
operating near room temperature, The sample
under investigation is sealed inside a container
that will not underge chemical reaction at the
highest temperature of the measurements, The
sample and container are thermally equilibrated
with the furnace and then dropped into the
calorimeter. The empty container is afterwards
studied in an identical manner and the differ-
ence in the two measurements gives the heat
content of the sample relative te the room tem-
perature reference, Heat capacities are derived
from a series of such measurements as a func-
tion of temperature and the thermodynamic

relationship
H) [(aH - Ho )]
Oy = = R 5

P @T)p T Jp (5)

where Cp is the heat capacity at constant pres-
sure, A the heat content, Hy the heat content
at the reference temperature, and T the absolute
temperature,

The Bunsen ice calorimeter is an example of
an isothermal calorimeter that is operated at a
fixed temperature. The calorimeter is usually
surrounded by ice, making it also adiabatic and
thus free from heat exchange. Bunsen’s design
makes use of the very large difference between
the specific volume of ice and water, The calo-
rimeter contains a closed chamber which is full
of ice and water, A pool of mercury is main-
tained in the bottom of the chamber, and as the
ice melts, additional mercury enters and keeps
the chamber full. The calorimeter has a universal
calibration in the form of energy per unit mass
of mercury. In early versions, the gquantity of
ice melted was used as a measure of the heat
liberated in the calorimeter, By replacing the
ice with other suitable substances, the restric-
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tion of operating at one fixed temperature can
be removed.

Quantitative measurements of the heat liber-
ated {or absorbed) during the solution of a solid
or of another liguid by a solvent are performed
in solution calorimeters. Heats of solution, dilu-
tion, and mixing are common determinations of
this type. In addition to participating in the
process under investigation, the solvent is used
as a means of attaining uniform temperature
and composition throughout the calorimeter.
This feature necessitates stirring, which is usually
accomplished with mechanically or magnetically
driven stirrers, Sometimes the calorimeter itself
is rotated. Regardless of the methed used, the
quantity of heat introduced by the stirring must
be determined either directly or indirectly and
a suitable correction must be applied, Another
feature characteristic of solution calorimeters is
the methed of adding the sample, Either it must
be equilibrated with the solvent in the calorim-
eter, ar its heat content relative to the calorim-
eter temperature must be determined. A com-
mon method for solids is immersing a capsule
containing the sample in the solvent and break-
ing it at the desired time.

The heat of combustion of fuels and similar
materials is usually measured by bomb calovrim-
etry. The solid or liquid sample is contained in
a bomb (pressure vessel} containing excess oxy-
gen or other suitable gas under pressure, The
bomb is immersed in a calorimeter containing a
liquid, usually water, The reaction is initiated
by igniting the sample with a measured amount
of electrical energy, and the heat evolved is
measured in terms of the temperature rise of
the calorimeter. Electrical energy is usually used
to duplicate the temperature rise and thus eval-
nate the heat liberated. However, sometimes a
standard sample of a substance having a known
heat of combustion, such as benzoic acid, is
used to calibrate the apparatus, In bomb calo-
rimetry, corrections to standard conditions must
be applied (Washburn corrections) since the sys-
tem is under pressure and because solutions are
usually formed,

There are many other important types of
calorimeters, such as flow calorimeters, micro-
calorimeters, flame calorimeters, etc. Nearly
any process can be studied by the investigator
who is ingenious enough to devise the appro-
priate apparatus and who has the resources and
patience to undertake an extensive project.
Although calorimetric measurements are in
general time-consuming and tedious, they are
essential for a fundamental and practical under-
standing of many important chemical and
physical processes.

T. H. GEBALLE
F. HELLMAN

Cross-references: ENTROPY, HEAT, HEAT CAPAC-
ITY, HEAT TRANSFER, THERMODYNAMICS.
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Definition and Fundamental! (Quasi) Static
Properties If a constant voltage V[V = volts]
is applied between two conductors insulated
from each other, electrical charges O [As = cou-
lomb] are so distributed that the conductors
form equipotentials. The measure for the charges
stored is the capacitance C [F =farad = 10¢ uF =
10% muF = 1012 pF] of the capacitor so formed.,

Q=CV (1

(Q in coutombs, C in farads, V in volts.} 1t is
often more convenient to express this storing
capacity in terms of energy

E=)yvic (2)
(F in watts.) C is defined by
=lfidr or C’=1/@ (3)
|4 dr

For capacitor discharge (Eq = starting voltage),
e./Eg =€-Ur {4a)

and for capacitor charge (£p = battery voltage)

eclEp=1- et (4b)
with the time constant 7
7=CR (5)

where R is the resistor through which the ca-
pacitor is being {dis)charged.

For sinusoidal excitation of angular frequency
¢, the reactance of the lossless capacitor is

VIVII[A] = (F)iX[§2] = 1fjwC[2]  (6)

If, in electrical circuits, capacitors are connected
in parallel, their capacitances add

C=i C.k
k=1

If capacitors are connected in series, their elas-
tances (the reciprocal of capacitance, §) add

H
S=Z Sk
k=1

Losses in the dielectric may be expressed by a
complex relative dielectric constant

(7a)

(7p)

£ =EJ '}'E" {8)

where £'f¢" = Qe determines the dielectric qual-
ity factor. For Qe > 10, the loss resistance of
the capacitor is given by

(1/wCrs = Qe = Rp/(1/c2C) (9

where rs is the equivalent series and Rp is the
corresponding parallel loss resistance. e = 1/DF
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(DF = dissipation factor). The power factor 1s
related to DF by

PF =DF/1/(1+DF?)

The loss factor = (DF} - £ is proportional to the
energy loss/cycle/voltage? fvolume.

Capacitors are used for: (1) frequency de-
termining or selective networks [LC circuits and
filters; ¢f. Eq. (6)]; (2) energy storage [Eq. (2)}],
for instance, the capacitor being slowly charged
and quickly discharged [Eqs. {9) and (10)] in a
short burst of energy; and (3) integrators and
differentiators f[in conjunction with R; cf.
Eq. (3)].

Geometry Uniform Fields. For a uniform
field as, for instance, given between two closely
spaced parallel metallic plates (area 4 in square
meters, distance ! in meters} and disregarding
edge effects

(10)

(11)

with e pe= dielectric constant of free space =
(36m X 109)-1 [F/m] and & = the relative di-
electric constant {dimensionless) of the material
between the plates.

Discontinuity in Uniform Fields. 1f, in the
above case, the dielectric consists of two sheets
of different materials with £, (having thick-
ness !y} and g, (having thickness /2)

C[F) =€q€A/]

(12)

where Eq is electric field strength = Vafln. (13)
Equation (12) is of great practical significance
if one of the &£’s is very high, since then the
sheet with the low £ carries nearly all voltage
{for this reason, for example, higher- g ceramic
capacitors have to have fired-on electrodes).

Nonuniform Fields. The most common ca-
pacitance with nonuniform fields is the coaxial
capacitor (inside diameter d, cutside diameter
D). 1ts capacitance is

C'[pF{m} = 55.6¢/In (D/d) (14)
Extreme cases of nonuniformity, often causing
corona, exist on the sharp edges of plate ca-
pacitors, Remedy: For field equalization, de-
form plates to follow equipotential lines of half
potential in a capacitive field with twice the
spacing of the original, flat plates {Rogowski
profile).

Dielectrics The dielectric “*constant™ is often
not constant but a function of crystal orienta-
tion {anisotropy), temperature, voltage, and
frequency (dispersion).

The objective of developing a good fixed ca-
pacitor is to have the largest capacity in the
smallest possible volume for a given operating
voltage. Ideally, the capacitance is not to change
with voltage, temperature, time, mechanical
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stress, humidity, and frequency, and (in most
cases) is to have a minimum of losses. The great-
est capacitance can be achieved by maximizing
£ (Case a) and A (Case b), and minimizing !
(Case ¢} [cf. Eq. (11)].

Typical for Case (a) are ceramic capacitors
made in discoidal or tubular form {and now re-
cently also as coaxially laminated capacitors).
There are four classes of ceramic dielectrics:

(1) Semiconducting, so-called layerized, ce-
ramics with dielectric constants above 105,
These can be used only for very low voltages
(transistor circuits), are quite lossy, and have a
strong dispersion of £ in the megacycle range.

(2) High-e' dielectrics {mostly barium tita-
nates) with &' in the order of 6000. These are
quite temperature- and voltage-sensitive (non-
linearity and hysteresis) and are used as guaran-
teed-minimum-value capacitors (GMV).

(3) So-called stable dielectric capacitors with
ang’ of 2000 or, if doped with rare-earth ma-
terials, with ane ' of 3000 to 4000, These are
much less dependent on temperature and applied
dec voltage.

(4) Linear, high-Q (in the order of several
thousand)} temperature-compensating capacitors
made with a prescribed (P positive, N negative,
or NPO) temperature coefficient of the capacity
for incorporation in temperature-stable tuned
circuits (compensation of the temperature co-
efficient of the inductance). The & of such ma-
terials lies between 10 and 100.

Case (b} (large A) is exemplified best by
stacked plates [silvered mica (for military use;
excellent @, temperature coefficient about - 100
ppm) or ceramic (monolithic)] or rolled di-
electric strips [polystyrene (excellent @; com-
mercial use; also about -100 ppm T.C.);
“Mylar”; oil-impregnated paper; “Teflon™ etc.] .

Case (¢) (small {} is represented by polarized
capacitors {to make them unpolarized, two ca-
pacitors are connected in series in polarity op-
position, usually in the same housing), and it
includes the older, larger, and cheaper types
like the aluminum foil electrolytics. The newer,
more costly, but much smaller, types {having
much less leakage current) are tantazlum oxide
capacitors. TazOs stands continuously the ex-
traordinary field strength of 3 X 108 V/em
with an ¢ of 25, ! being measured in angstroms.
The Q is about t00. For microminiaturization,
silicon monoxide or dioxide or tantalum oxide
films of very small / are utilized.

Rating The reliability of a capacitor is pre-
dominantly determined by the dielectric and
the seal of the housing. One has to distinguish
between failure value and withstand value. The
failure value of dielectric strength is the voltage
at which the material fails and 1s conventionally
given as the average failure voltage. In contrast,
the withstand value is a voltage below which no
failure can be expected.

Deterioration of capacitors with time (aging)
can be greatly reduced by systematic *‘physics
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FIG. 1. High-frequency behavior of capacitors.

of failure” investigations. Typical failure mecha-
nisms are, for instance, precorona discharge in
adsorbed air layers, or silver migration.

Non-ideal Behavior at Higher Frequencies
Equation {6) presumes ideal conditions. An ac-
tual capacitor, particularly if considered over
many decades of frequency, and more so, if
used as a shunting element across lines, is much
more aptly describable as a three-terminal net-
work. Figure 1 marshals the four key deviations
from the ideal behavior:

a. At very high frequencies, inductive input-
output coupling may override the shunting ef-
fect of the capacitor. Remedy: use feed-through
capacitors where input and output leads are
separated by a shield.

b. Again, at high frequencies, unless as a
remedy a feed-through configuration is se-
lected, a series L in the shunt branch results in
the capacitor behaving as an inductor above
the resonance frequency thus determined (w =
(LC)-1/2),

c. If the capacitive reactance at high frequen-
cies becomes very small, the resulting transfer
impedance may be determined by the series loss
resistance. A typical case is a tantalytic capacitor
behaving this way. Remedy: It must be paralleled
by a smaller capacitor of less high frequency
losses.

d. At very high frequencies, let us say 100
MHz and above, even ceramic feed-through ca-
pacitors start to resonate internally (transmis-
sion line effect) rendering them useless above
certain frequencies. Remedy: See, for instance,
bibliography I.

Nounlinear Capacitance The dielectric of
highly nonlinear capacitors is the depletion
layer formed at the p-n junction by application
of proper bias. These back-biased diodes have a
reasonable {0 and are widely used as nonlinear
reactances in parametric amplifiers for VHF
and higher frequencies and for varactor tuning
in TV receivers. Nonlinear ceramics are less
suitable for this purpose because of their high
losses and great temperature dependency.

“Parasitic’” Capacitances Capacitances play a
significant role in voltage limiters used exten-
sively for interference control. If one employs
sparkgap limiters, one has the advantage of a
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small shunt capacity. Thus, with R = Z (char-
acteristic impedance of line}, the time constant
is small and the bandwidth of the line is large —-
as it often needs to be. But sparkgaps have dis-
advantages like slow response timne, possibility
of sustaining arcs, etc. Solid state voltage limiters
(single-crystalline Si Zeners or polycrystalline
metal-oxide varistors) do not have such draw-
backs, but have large C’s which may be reduced
{a) or exploited (b). To maintain large band-
width, a small series capacitance is to be added
(a). On the other hand (b), metal-oxide varistors
have variable resistance, very high below the
knee voltage and very high above it, and in
parallel 2 considerable capacitance. Their dielec-
tric constant is on the order of 3000 and is not
bias sensitive and much less temperature de-
pendent than corresponding ceramics, Feed-
through capacitors made of such material are
not yet commercially available, but they are
very small integrated interference suppression
devices that filter at low voltages and limit at
high voltages.

H. M. SCHLICKE

Reference

"

Schlicke, H. M. *“Electromagnetic compatibility,
Marcel Dekker, New York, 19582,

Cross-references: CIRCUITRY, DIELECTRIC THE-
ORY, POTENTIAL.

CARNOT CYCLES AND CARNOT ENGINES

Background Steam engines were first built to
do heavy, tedious jobs such as pumping water
out of deep mines, Not only could they pull
harder than a team of horses, but they did not
get tired. These engines were built by rule of
thumb by practical men, for at that time there
was no thermodynamics to guide the design.
Still engines could be rated by how much water
was pumped for a bushel of coal burned. Fora
century the quality of these engines improved,
and the obvious question was whether there
was any limit to this improvement, Carnot’s
work addressed that question. He set out to
devise a heat engine against which all imagin-
able heat engines could be compared.
Description The engine Carnot devised is of-
ten represented, as shown in Fig. 1, by a device
which uses an ideal gas as its working substance.
A quantity of gas is confined in a cylinder with
a wall so well insulated that no heat can flow
through it. The cylinder’s heat-conducting base
rests on the first reservoir, whose constant tem-
perature is Th, and the gas assumes this tem-
perature. A weighted insulating piston holds the
pressure of the gas at P, at which pressure its
volume is V;. The gas is then said to be in
thermodynamic state 1 characterized by P,, V,,
and Ty. Little by little the weight on the piston
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is now set aside until the pressure is reduced to
P, and the volume is expanded to V;. The gas
is now in state 2 characterized by P, V,, and
Th. The transition from one thermodynamic
state to another is called a thermodynamic
process, A process is called reversible if done so
slowly that no temperature differences arise
within the gas and if the piston moves without
friction. The cylinder base is kept at tempera-
ture Th, so during this process the temperature
of the gas remains at Th; that is, it is an iso-
thermal process. When this is shown on a pres-
sure-volume diagram, the process appears as a
portion of the Th isotherm. To hold the tem-
perature constant, some heat energy O must
flow from the reservoir into the gas, In ex-
panding against the weight on the piston, the
gas does work Wi, which is represented on the
P-V diagram by the crosshatched area. The cyl-
inder is next moved to an insulated pad where
the pressure is further decreased by setting aside
more weights, and the gas again expands. No
heat energy flows into the gas from the outside
during this expansion, and this is called an
adiabatic process. The temperature decreases
and when it reaches T, the temperature of the
second reservoir, the process is stopped. The
gas is now in state 3 characterized by P4, V3,
and T¢. Duning this process the gas does work
W5 against the load. The cylinder is then
moved to the second reservoir where enough
weights are slowly replaced to bring the gas to
state 4, the point on the T isotherm from
which state 1 can be reached by an adiabatic
process. During this isothermal compression,
heat energy Q¢ flows from the gas into the
reservoir, and the piston does work W34 on the
gas. To show that this work is done on the gas
while previously the work was done on the
piston, the appropnate portion of the cross-
hatched area has been removed. The cylinder
is finally placed on an insulated pad, the re-
maining weights are slowly added, and the gas
returns adiabatically to state 1. Again the fact
that the piston does work Wi, on the gas, is
shown by the removal of the cross-hatched area.
One Carnot cycle is now completed.

Definition and Characteristics A Carnot cycle
is any reversible cyclic thermodynamic opera-
tion composed of four processes which are al-
ternately isothermal and adiabatic. (The work-
ing substance need not be an ideal gas, but
traditionally this is used in discussions.) Since
no natural process is strictly reversible, the
Carnot cycle is an idealization.

Although heat energy has entered and left it
and work has been done on it, the gas under-
goes no detectable physical changes for having
passed through the Carnot cycle. Heat energy
On was removed from the hotter reservoir, and
a smaller amount Q¢ flowed into the cooler
reservoir so that the heat engrgy budget of the
gas increased by Q@ = On - @¢. The net work
done by the gas on the piston is W = W, +
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FIG. 1, The steps of a Camot cycle and the corresponding pressure-volume diagrams, The piston location at
the start of each process is shown in solid lines; at the end, in dashed lines. The pressure on the gas can be
estimated by the area of the weight shown on top of the piston. The dots indicate that the molecules of the ideal
gas are close together when the volume is small and are farther apart when the volume is large,

Wiy + Wiq + Wa,, and the mechanical energy
budget of the gas decreased by W which is rep-
resented on the P-V diagram by the area en-
closed by the phase lines. The first law of
thermodynamics requires that W - =0 s0 no
energy residue is left in the gas. If the cycle is
traversed as described, heat energy On is re-
moved from the higher-temperature reservoir.
Part of this remains in the form of heat energy
Q¢ as it flows into the cooler reservoir, and part
of it is converted to mechanical energy as the
work W done on the piston. A Carnot cycle
operated in this direction is called a Carnot
engine. If the direction of operation were re-
versed, the cycle would be called a Carnot re-
frigerator. In such a device mechanical energy,
the work W done by the piston, is converted
into heat energy which combines with the heat
energy ¢ which flows from the cooler reservoir
into the gas. All this heat energy ¢h flows out
of the gas into the hotter reservoir.

The efficiency 1 of any engine is the fraction
of the heat energy input O which is converted
into mechanical energy W; that is, n = W/QOn.
The following properties of Carnot engines are
derived in many textbooks of thermodynamics.

(1} The efficiency of a Carnot cycle depends

only on the temperatures of the two reservoirs.
When these temperatures are measured on the
absolute scale in Kelvin, thenn=1- (Te/Th).

(2) No heat engine operating in cycles be-
tween two reservoirs can have a greater ef-
ficiency than a Carnot engine operating between
those reservoirs.

The Carnot engine is thus a standard against
which other heat engines can be compared.
Historically it was the source of a number of
ideas that are now basic to the study of thermo-
dynamics.

Although the Carnot cycle is the most effi-
cient heat engine, it does not produce any
power P, The requirement of reversibility means
that a very long time ¢ is required to complete
even one cycle. Thus the power (defined as P =
Wit} is zero. To speed up the cycle a tempera-
ture difference between the working substance
and reservoirs can be 1ntroduced Under this
condltmn the power efficiency n' is found! to
be n'=1- (Tc/Th )2 The efficiency of real
heat engines is described rather well by this
equation,

History of the Camnot Cycle In 1824 Sadi
Carnot!® (1796-1832) analyzed a heat engine
assuming that heat can perform mechanical
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work in falling from a higher temperature to a
lower just as water can do work falling from a
higher level to a lower, and assuming that no
heat would be lost just as no water was lost.
(His work preceded by more than 20 years the
theory of Joule and Helmholtz on the mechan-
ical equivalence of heat.) In his study he pro-
posed an ideal heat engine that operated in a
continuous cycle and was reversible, He then
showed that it is impossible in a cyclic opera-
tion to obtain work from a single constant-
temperature heat source and that no more work
can be obtained from any process than is re-
quired to reverse it.

His ideas escaped notice until 1834 when
Clapeyron? recognized their merit, suggested
some of the details of the device described
above, and plotted its behavior on a P-V dia-
gram. Again the ideas were neglected until Wil-
liam Thomson (later Lord Kelvin) learned of
Carnot’s work through Clapeyron’s memoir. In
1848, Thomson described® how a Carnot engine
could be used to define a temperature scale that
was absolute in the sense that it did not
depend on what thermometric substance was
used. It was based on a series of Carnot
engines, each of which did the same amount
of work. This was the first important idea
drawn from a study of the Carmnot cycle.
In 1850 Clausins*, who learned of Carnot’s
ideas through Thomson and Clapeyron, showed
how Carnot’s assumption (no loss of heat) could
be reconciled with the newer views of Joule
and Helmholtz {which now form the basis of
the tirst law of thermodynamics). It was only
required that the engine exhaust less heat en-
ergy, by the amount of the work done, than it
accepted. Thomson independently reached the
same conclusions in 1851.

In 1854 Clausius® in his study of the Carnot
cycle identified the physical property he later
named ‘“‘entropy.” This was the second im-
portant idea drawn from study of the Carnot
cycle, In 1877 Boltzmann” took the principle
of Clausius that real processes evolve naturally
toward states of higher entropy {which is the
second law of thermodynamics) as a basic point
in his theory and thus had no need to consider
the Carnot ¢ycle from which that principle was
derived. It is now common practice to discuss
thermodynamics axiomatically rather than his-
torically so that the Carnot cyc¢le no longer
plays the important role it once did. The most
complete discussions are found in the older
volumes,® but some recent books do describe
the cycle in detail.? An historical account!®
with an elementary presentation of the theory
and a review!! of Carnot’s work with excerpts
from his original paper have been published,

ROBERT A. LUFBURROW
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CAVITATION

Cavitation is defined as the formation of one or
more pockets of gas (or cavities) in a liquid.*
Here the word formation can refer, in a general
sense, both to the expansion of a newly created
cavity or of a preexisting one to a size where
macroscopic effects can be observed. The cav-
ity’s gas content refers to the liquid’s vapor,
some other gas, or combinations thereof. Some-
times these cavities are referred to as bubbles or
voids, depending on the relative amount and
type of gas.

Cavitation usually occurs in response to a re-
duction of the pressure sufficiently below the
vapor pressure or the gas saturation pressure of
the liquid or to the elevation of the tempera-
ture above the boiling point, although chemical,
electrical, and radiation-induced phenomena
can be important.

Although liquids, by definition, cannot sus-
tain shearing forces without {low, they can sus-
tain uniform tension. The tensile strength of
a liquid refers to the limiting tension, or nega-
tive pressure, that a liquid can sustain before
cavitation occurs. Ultimate cavitation thresh-
olds can be reached only in the absence of weak
spots or cavitation nuclei (usually gas or vapor
pockets} which exist on solid surfaces of con-
tainer walls and suspended impurities, or which

*The first two paragraphs are from Ref, 3 and are re-
printed with the permission of Academic Press.
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are generated by the interaction of ionizing
radiation with the tensed liquid (see also BUBBLE
CHAMBERS).

Because of the prevalence of these weak spots
(typical tap water has in excess of 10,000 par-
ticles per cubic centimeter), the ultimate tensile
strength of a liquid, theorized to range from
150 to 1500 atmospheres for most materials
that are liquid at room temperature, has rarely
been measured. Commonly measured tensile
strengths measured by static or dynamic means
are typically two to three orders of magnitude
lower (approaching the vapor pressure of the
liquid). Static tensile stresses can occur in the
laboratory, in a liguid filled capillary that is
spun at sufficient speed, and also in nature, it
is presumed, in the xylem paths of tall trees, as
water transpiring from the leaves is drawn up
from the tree’s roots.

Dynamic tensile stresses are produced hydro-
dynamically and acoustically, Hydrodynamic
cavitation results from the local reduction of
pressure produced by the motion of a body in
a liquid (Bernoulli effect), as would be found
in the vicinity of a rotating propeller of a ship
or near the surface of a fast submarine travel-
ing at an insufficient depth for the hydrostatic
pressure to suppress the flow-induced tension.
Acoustically generated cavitation occurs when
a sufficiently energetic acoustic wave produces
periods of high negative pressure exceeding the
ambient hydrostatic pressure, as can happen
near the surface of a high-power acoustic trans-
mitter used for long range communication in
the ocean (see SONAR).

In both hydrodynamic and acoustic cavita-
tion, the size of cavitation nuclei and the de-
gree they are wetted by the liquid will dictate
the cavitation threshold (which is usually very
low in the hydrodynamic case); the number of
cavitation miclei will dictate the amount of
cavitational activity. And in both hydrody-
namijc and acoustic cavitation, the duration of
the period of tension will determine how big
the bubbles grow before the bubble will col-
lapse under the positive ambient hydrostatic
pressure. Inside a collapsing bubble the pres-
sure and temperature will rise, with the severity
of the collapse increasing with maximum bub-
ble size and with the scarcity of trapped per-
manent gas, which tends to cushion the collapse.
Collapsing bubbles can generate in the surround-
ing liguid shock waves and hydrodynamic jet-
ting. Such effects in the vicinity of a solid sur-
face can lead to severe erosion, as is commonly
found on screw propellers of ships.

In addition to these effects, a number of in-
teresting phenomena can occur in acoustic
cavitation. Temperatures inside a collapsing
bubble in fairly outgassed liquid can reach
thousands of degrees Celsius and pressures can
reach thousands of atmospheres. Light can be
produced {called sonoluminescence) and sono-
chemical effects may occur due to free radical
formation inside the bubble. These transient
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phenomena can be attributed to the concentra-
tion of energy which occurs when bubbles grow
to at least twice their original size in one or no
more than a few acoustic cycles. For this to
occur, peak acoustic pressures must be at least
an atmosphere greater in magnitude than the
hydrostatic pressure, and the acoustic frequency
must be sufficiently low (as must be the liquid’s
viscosity) so as to allow for adequate bubble
growth during the tension part of the cycle.
There is also a relatively more stable and
periodic type of acoustic cavitation that occurs
when a bubble filled with relatively inert gas
{often air, in practical circumstances) oscillates
with an amplitude that is small compared to the
bubble size. It may slowly grow by a process
called rectified gas diffusion when the acoustic
pressure is only a fraction of an atmosphere, If
the bubble reaches a resonant size (for example
6500 Hz for a 1-millimeter-diameter air bubble
in water at an ambient pressure of one atmo-
sphere), it will go through much larger oscilla-
tions, producing acoustic emission in the liquid
not only at the driving frequency but also at its
harmonics {(2f, 31, .. .), subharmonics { f/2, {13,
. ..), and ultraharmonics (2/3, 3f{4,...). The
bubble may then become unstable and transient,
eventually breaking up into smaller bubbles.
The ftow-induced effects induced in the liguid
by this cavitational activity are used in a variety
of practical applications, from removing em-
bedded dirt {as with ultrasonic cleaners) to im-
proving the efficiency of chemical reactions.

ROBERT E. APFEL
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CENTRIFUGE

The centrifuge is a device consisting of a rotat-
ing container in which substances of different
size, shape, or density are separated by the
centrifugal field developed along the radial
direction. In most cases the centrifuge is used
with fluids for producing sedimentation of
macromolecules of molecular weight M > 10*
grams/mole or daltons,!-? It has been used ex-
tensively also in the separation of gaseous com-
ponents and for determining the strength of
materials as well as a number of other applica-
tions.3>* Centrifugal fields as large as 102 times
gravity have been achieved; however, for most
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purposes the fields are of the order of 10*-10°
times gravity. The effective centrifugal force F
on a particle of mass m and density p in a fluid of
density p’, is expressed by F = m(p - p') w?r/p,
where ¢ is the angular velocity and r is the
radial distance of the particle from the axis of
rotation. For a spherical particle, F is opposed
by the frictional force of the fluid on the par-
ticle according to Stokes’ law, 6mnav, where 7
is the coefficient of viscosity, ¢ the radius and v
the speed of the particle (provided that the
Reynolds number, 2qup/n, is less than unity
and wall effects are neglected). Thus, the aver-
age rate of sedimentation v of spherical particles
is described by

$ma¥(p- pHwir=6mnav=fu (1)
where f is the frictional coefficient. Nonspheri-
cal particles can be handled by the introduction
of appropriate shape factors, Since the measured
quantity in sedimentation is v = dr/dt and the
quantities i, r, p, p', and 1 are also measurable,
a and hence m can be determined. When m is
expressed in terms of the molecular weight M,
the buoyancy of the particles as a function of
concentration ¢ (massfvolume) is given by
(9p/8C)u, where p is now the density of the so-
lution; this derivative is virtually constant for
dilute macromolecules in a given solvent of
much smaller molecular species, (In the general
case for multicomponent solvents, such as when
salts are added to reduce the effect of charge on
the particles, the chemical potential g of the
solvent mixture is held constant rather than its
composition as € changes.5) In dilute solutions
the molar frictional coefficient is RT/D where
D is the diffusion coefficient, which is mea-
sured independently. Thus, the equation for
calculating M from the rate of sedimentation, in
the absence of substantial charge effects, is

1= RIUrd)
T D(3pfoC)w?r

The rate of sedimentation in a unit field
(dr/dt)/w?r is called the sedimentation coef-
fictent s, which has the dimension of time. The
coefficient & is often expressed in Svedbergs
(10713 sec), a unit named in honor of T. Sved-
berg, the pioneer in analytical centrifugation.
The value of & or the Svedberg is very impor-
tant in characterizing a substance in solution.

Asnoted, the net transport of particles through
a solvent medium in a centrifugal or gravitational
field is opposed by the tendency to restore the
previously distributed condition through the
process of diffusion. Thus BROWNIAN MOTION
from thermal agitation prevents sedimentable
particles from settling out if v, although finite,
is sufficiently small. The average displacement
X of a particle in time 7 owing to Brownian mo-
tion is X%=2D7, and for a sphere of radius @
the average velocity vr over a period 7T is ex-
pressed by

(2)

168

X2 (RT 1

1/2
T AN 3ﬁ1}af)

where JV is the Avogadro number. As vr becomes
larger than v, particles will no longer settle out;
i.e., net transport becomes zero at a sufficiently
small centrifugal field so that an equilibrium
distribution of the particles along the column
of solution in the radial direction will be reached.
When this equilibrinm state is achieved between
the tendency to sediment and to back diffuse,
the concentrations at any two levels in the col-
umn can be related to M by

Caya _ M(3p/0C) W (ry? - 1)
im ZRT

where the numerical subscripis refer to two arbi-
trary positions in the radial direction and 7 is
the activity coefficient. In dilute solutions, as is
usually the case in analytical work, y =1 and
the practical equation for determining the
weight-average molecular weight M., in sector-
shaped cells (to avoid wall effects) is given by

_ 2RT Ca- C)
T @0 - 1Y) G

where (y is the initial concentration of the so-
lution before sedimentation is initiated, The
concentrations at radial distances ry, 7, are
normally determined (by various optical means)
at the meniscus and at the bottom of the solu-
tion column, respectively. Since charge effects
may be large with sedimenting macromolecules,
suppression of this effect is usually carried out
by raising the ionic strength (via a neutral salt)
if the system cannot be studied at the isoelec-
tric point. In Eas. (2)-(4) accurate densities as
a function of € must be available from which
to calcutate (80/0C)u;¢ the chemical potential
u of the solvent is maintained constant for this
purpose by first dialyzing to equilibrium the
sedimentable species against the chosen solvent
via a semipermeable membrane.5

Preparative Centrifuges For the purification
and concentration of substances in solution or
suspension in a fluid, the centrifugal field is
made high enough so that appreciable separa-
tion of each material in a mixture is realized.
Often one substance is sedimented to the bot-
tom of the centrifuge cell (i.e., toward the
periphery of the rotor), thereby concentrated
as a pellet or simply enriched relative to the
slower sedimenting subsfances which are pres-
ent. Repeated centrifugation of the redissolved
pellet material then further purifies it from the
slower moving impurities. Conversely, the pel-
leted material may be the contaminant which is
freed from the medium containing the desired
substance. Centrifuges for these purposes are
called preparative centrifuges; the variety, con-
venience, and sophistication of preparative in-
strumments for a wide range of purposes in both

U =

In (3)

M,

(4)
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industry and research is great indeed. Equa-
tions (1} and (2} are used for estimating the re-
quired rotor speed, size and style of rotor, and
the time needed for achieving the desired de-
gree of differential sedimentation of mixtures.
These equations hold strictly only when the
sedimentation js radial and so that no turbu-
lence or remixing occurs. Moreover, the tem-
perature must be uniform throughout the
sedimentable column so that convection does
not occur. The force generating thermal convec-
tion is roughly proporticnal to the density
gradient along the column times the centrifugal
Tield. Since the latter is often large, the temper-
ature gradient must be small. In high-speed cen-
trifugation the rotor is usually spinning in a
good vacuum {<10-% torr) in a temperature-
controlled instrument, so that heating and
thermal gradients are avoided. In general, bio-
macromolecules, including enzymes, are not in-
activated by the increase in pressure along the
radial path in the fluid at high rotor speeds. Or-
dinarily, these pressures amount at most to a
few hundred atmospheres, which are insuffi-
cient to irreversibly alter the structure of these
macromolecuies.

A major development in preparative centri-
fugation is toward the separation of substances
along a density gradient. When a column of
fluid is prepared such that the density increases
smoothly along the sedimenting path and then
a thin layer of solutes or suspended particles to
be separated is applied to the top of the col-
umn, the solutes tend to segregate into distinct
bands during the centrifugation. For the prepa-
ration of the density gradient, nearly inert,
denser materials, such as sucrose, cesium chlo-
ride, or osmotically inert silica sols are often
used and methods exist for constructing these
gradients in the fluid column. This technique
has become a great boon in several kinds of
research. In some methods the mixture of test
materials moves down the column until each
material has reached a level where it becomes
isodense with the layer of fluid of a particular
density (isepycnic centrifugation). In this way
each test material exhibiting a different density
in solution concentrates as a thin band at dif-
ferent levels along the column because the
density gradient, made up of much smaller
molecules or stable sols, is approximately in-
variant relative to the transport of the macro-
molecules or larger entities in the centrifugal
field. The isolation attempts with live cells,
viruses, nucleic acids and proteins have met
with remarkable success by the use of the
isopycnic method.” For example, the clear
separation of complementary strands of nucleic
acid and the parent double-stranded molecule
have been achieved owing to the fact that each
complementary strand, while of the same size,
has a slightly different density in solution or
partial volume, (8V/dm),.® This quantity is
contained in the buoyancy term of Eqs. (2),
{3), and (4), wherein
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Analytical Centrifuges When a centrifuge is
designed for analytical work it is called an ulfra-
centrifuge.! The ultracentrifuge is employed in
one of two general methods. The first method
makes use of Egs. (1) and (2), whereas the sec-
ond is based on Eqs. (3) and (4); both methods
are applied extensively. In the first method,
called velocity sedimentation, comparatively
large centrifugal fields (e.g., 2 X 103 times grav-
ity) are generated in order to produce an easily
measured rate of sedimentation v of a molecu-
lar species. The value of v is usually determined
by optical means and 5 is computed. The latter
is normalized to the rate (per unit field) under
standard conditions, such as at 20° in a medium
corrected to the density and viscosity of water
(s20,w). Because s depends on the concentra-
tion of the sedimenting molecules its value is
further reduced to that at vanishing concentra-
tion {s%0,w) by extrapolating s at finite con-
centrations to that at € = Q. In this way differ-
ent macromolecules can be compared on the
basis of their rates of sedimentation, The slopes
of the regression lines, s versus C, reflect on the
shape and other properties of the sedimenting
molecules and in their interactions with other
chemical species present.? The high centrifugal
field quickly produces a small density gradient
along the radial path which stabilizes the liquid
column. As a result, highly precise control of
the temperature and speed of the rotor is not
mandatory, although it is desirable. The time
requirements of velocity sedimentation is com-
paratively small (1-2 hours). Also, if the solu-
tion contains more than one sedimenting species,
the characteristic value of ¢ for each can be
measured by observing certain precautions.?
Thus, the method is useful for comparing the
effects of treatments on the product output
and for following the degree of purification
during isolation procedures. Historically, veloc-
ity sedimentation serves as a criterion for the
degree of homogeneity of a purified macro-
molecular species. Furthermore, the self asso-
ciation and interaction of species in a mixture
often can be determined. These and other
aspects yielding important information have
been studied both theoretically and experi-
mentally on a broad front 2,910 The velocity
method, however, requires knowledge of I or
another measurement reflecting f, which are
determined less accurately than is 5. Hence, the
value of M is more uncertain than by the sec-
ond method (below).

The second method, known as equilibrium
sedimentation, is on more firm theoretical
grounds, being based upon equilibrium thermo-
dynamics. Also, the value of M, not being de-
pendent upon a separately determined function
of f, is more reliable, The equilibrium method
permits an analysis of the various factors con-
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tributing to non-ideal behavior of solutions
from which much valuable information can be
gained about the total system. Further, the
equilibrium method has been employed success-
fully in resolving equilibrium constants for
self-associating and other interacting macro-
molecules in mixed systems. 191! In general,
high purity of the sedimenting species is re-
quired. Also, this method usually entails rela-
tively small rotor speeds in order that the test
molecules do not sediment to the bottom but
rather distribute at equilibrium along the col-
umn of solution as a function of the radial dis-
tance. Thus, much more time is needed to
achieve the relevant data than by the velocity
method. However, various procedures have
been devised to shorten the time requirement,
Molecules as small as M ~ 103 daltons as well
as particles of M > 107 daltons have been stu-
died successfully, the latter using fields of only
a few gravities by use of a magnetically sus-
pended rotor in order to reduce rotor preces-
sion effects to a safe level.'? For larger species,
the gravitational field of the earth can be used,13

Gas Centrifuge The gas centrifuge has been
used for removing fine particles suspended in
gases, for the separation of gaseous mixtures,
and for the separation of isotopes, with the last
of these being one of the most important large
scale applications. The first suggestion of using
a centrifugal field to separate isotopes was in
1919,1* and the first successful demonstration
was made in 1934 by J. W. Beams at the Uni-
versity of Virginia with the isotopes of chlo-
rine.13 In recent times, large scale gas centrifuge
plants have been built for separating the isotopes
of uranium to produce uranium enriched in the
fissionable isotope U23% for fuel in light water
power reactors. These plants employ tens or
hundreds of thousands of centrifuges depending
on the size and peripheral speed of the rotor.

When a centrifugal field is applied to an ideal
gas, it sets up a pressure gradient

dp _Mp ,
= T L Wer

dr RT )
where p is the pressure, M the molecular weight
of the gas, R the gas constant and T the abso-
lute temperature, For the case of an isothermal
centrifuge, Eq. (5) is readily integrated to yield

pir) = p(0) exp (MwH¥Y2RT) (6)
which gives the pressure p{r) at any radial posi-
tion 7 in terms of the pressure at the axis p(0).
For a mixture of two ideal gases of molecular
weights My and M,, each gas would have a pres-
sure governed by Eq. (6) and the ratio of the
two equations gives the radial separation under
equilibrium conditions (i.e., no gas circulation).
An equilibrium separation factor between the
two gases is therefore given by
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where x, and x, are the concentrations of spe-
cies 1 and 2, respectively. The details of the
theory of isotope separation by the gas centri-
fuge have been considered by numerous au-
thors,19-1? and the separative performance de-
pends upon the internal circulation of the pro-
cess gas which has been analyzed in detail ?°

The operation of a gas centrifuge is illustrated
in Fig. 1. The rotor is suspended at the bottom
by a low friction bearing and at the top by a
frictionless magnetic bearing. In the case of the
separation of uranium isotopes, uranium hexa-
fluoride (UFy) is introduced into the spinning
rotor from the stationary central post and re-
moved from stationary pipes cailed scoops lo-
cated at either end of the rotor. In practice gas
centrifuges are spun in a vacuum at very high
peripheral speeds, 400 m/s or greater, so that
the process gas is compressed into a thin strati-
fied layer adjacent to the cylindrical wall of
the rotor. If we consider the process gas to be a
binary mixture of the two isotopic species
U233F, and UJ23%F,, then the heavier molecules
containing U23% will tend to be concentrated
near the cylinder wall and the lighter molecules
containing U23% will tend to be concentrated
near the axis.

In addition to removing mass, the stationary
scoop at the bottom of the rotor induces a
countercurrent flow by removing angular mo-
mentum and pumping the gas radially inward,
forcing it to travel up near the axis and down
along the cylinder wall. In order to prevent an
opposing circulation, the scoop at the top is
shielded by a baffle which rotates with the
rotor and has holes which allow the gas to enter
the scoop chamber and be removed through the
scoop. A similar countercurrent flow can be in-
duced by heating the bottom of the rotor and
cooling the top of the rotor, which is analogous
to the high altitude winds driven by thermal
gradients in the earth’s stratified atmosphere,
This countercurrent flow produces a net trans-
port of heavy isotopes to the bottom of the
rotor and a net transport of light isotopes to
the top of the rotor, which establishes a con-
centration gradient in the axial direction.
Therefore, the gas removed by the top scoop is
enriched in U235 (product) and the gas re-
moved by the bottom scoop is depleted in
U235 (tails). Cascades are formed by centri-
fuges connected in series to obtain the desired
enrichment and in parallel to obtain the desired
throughput.

The maximum theoretical separative capacity
of a gas centrifuge has been shown to belé.18
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FIG. 1. Gas centrifuge.

where Z is the length of the rotor, AM is the
difference in molecular weights, and ¥ is the
separative capacity in moles per unit time.
Therefore, long, high speed rotors are desirabie
features of the gas centrifuge process. The peri-
pheral speed is limited by the strength of the
rotor material. As in the casc of a rod that is
rotated, the rotor will have certain natural fre-
quencies which will be determined by the ma-
terials of construction, the rotor length to
diameter ratio, and the damping of the suspen-
sion systems, Centrifuges which operate at ro-
tational frequencies which are below the lowest
natural flexural frequency of the rotor are
called subcritical centrifuges, and those which
operate at rotational frequencies above the
first flexural natural frequency are called super-
eritical centrifuges.
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CERENKOYV RADIATION

This is a feeble radiation in the visible spectrum,
which occurs when a fast charged particle tra-
verses a dielectric medium at a velocity exceed-
ing the velocity of light in the medium, It is
thus a shock-wave phenomenon, the optical
analog of the “supersonic bang.” The radiation
arises from the local and transient polarization
of the medium close to the track of the particle.
Consider, Fig. 1(a), an arbitrary element § of
the medium to one side of the track AB of a fast
electron, the track defining the z-axis. At a
particular instant of time, when the electron is
at say e, the local polarization vector P, will be
directed along S e,’, to a point ¢, slightly be-
hind ¢,, owing to the retarded fields. As the
particle goes by, the vector P, will turn over and,
when the electron reaches e,, will be directed
to a point e," The variation of P with time, may
be rtesolved into radial and axial components
Pp and Pz, as shown in Fig. 1(b). Owing to
cylindrical symmetry, this polarization, viewed
at a point distant from the particle, appears as
an elementary dipole lying along the axis z,
Fig. 1(c). As the particle plunges through the
medium, radiation arises from the coherent
growth and decay of this sequence of elementary
dipoles. Two essential features of the radiation
become at once apparent. First, since it is only
the P, component which is important, the field
variation, Fig. 1{b), is that of a double &-func-
tion. Thus, from Fourier analysis, if the circular
frequency is w, we will expect a spectrum of the
form w : dew, i.e., radiation which is bluer than
that from an equi-energy spectrum. Secondly,
since the radiating element is an axial dipole,
the angular distribution, for this element alone,
will be of the form sin?@, Fig, 1{c). It is impor-
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tant to realize that the radiation arises from the
medium itself, not directly from the particle.
Since the medium is stationary, the intensity
and angular distributions do not contain the
relativistic factor (mc?/E); in this respect, it is
essentially different from Bremsstrahlung or
synchrotron radiation.

The description above applies only to one
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element along the track. The most characteristic
feature of Cerenkov radiation, its coherence, is
at once apparent when we now consider an ex-
tended region of track. In Fig. 2(a) it is easily
seen that there is only one angle # at which it is
possible to obtain a coherent wave front. If the
velocity of the particle is v (=fc, where ¢ is the
velocity of light in vacuo), and # is the refractive
index of the medium, the particle travels a
distance ABin a time A¢, given by AB = fc - A,
in the same time the radiation, emitted at A,
travels a distance AC = {c/n)At, from which we
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=

DIRECTION
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obtain the Cerenkov relation:

cos & ={1{fn) (1
From Eg. (1) it is at once evident that there isa
threshold velocity given by B=(1/n), below
which no radiation takes place. At ultrarela-
tivistic velocities, as § = 1, the Cerenkov angle §
tends to a maximum value @{max) = cos™!
{1/n). The polarization vectors E and f of the
radiation which, owing to symmetry, takes place
over the surface of a cone, are shown in Fig.
2(b).

The radiation yield, from the theory of Frank
and Tamm, i8

aw e? | 1 a / h

aroel - . e

Py Figz |« e erasiom pa
(2a)

or

av _

dz

e? 1 1 -
2“(}10) [}\2 7\1] sin? 8
photonsfem path (2b)

between wavelength limits A; and A, (in cm).
The spectral distribution is (dW/dw)« w or
(dW/d )« X3 expressed as energy per unit
circular frequency or per unit wavelength, re-
spectively, The radiation has, therefore, a con-
tinuous spectrum toward the blue and ultra-
violet, There is no radiation in the x-ray region,
for which n < 1. For example, in the case of a
fast electron in water, n = 1,33, we find from
Eq. (2b), that when § — 1 and #{max) = 41°,
the yield (dV/dz) is ~ 200 photonsfcm, between
Ay and A; of 3500 and 55004, respectively,

Before elaborating on the many applications
of the effect, we will first trace a few of the
theoretical developments following the original
classical theory of Frank and Tamm,? which ap-
plied to isotropic transparent media, and which
neglected quantum effects. A gquantum treat-
ment of the effect, which shortly followed,? re-
vealed results which deviated slightly from
those obtained by the classical treatment. These
deviations in the threshold cendition and in the
angular and intensity distributions of the emitted
light were, however, extremely small, as one
might have expected, since #w << E, where E
is the kinetic energy of the particle; e.g., #ico
would be ~3 eV for blue light, while £ would
be typically ~MeV.

There followed, in the forties and fifties, a
spate of theoretical papers, mostly in Russian
journals, extending the general theory to many
speciglized cases. These are too numerous to
discuss in detail, but some of them will be men-
tioned in passing. [f the medium is anisotropic
{e.g., a crystal), or optically active, the thresh-
old condition, angular distribution, intensity
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distribution, and especially the polarization
characteristics of the radiation, depend in a
complex way on the relationship of the direc-
tion of the path of the particle relative to the
orientation of the crystal axes (anisotropic
media), or the axis of gyration (optically active
media).

Much work was also devoted to cases in which
the fast-moving single-point charge is replaced
by one which also carries a magnetic moment,
and to cases in which the moving particle is
either an electric or magnetic dipole; continu-
ing further, work was also carried out on the
radiation caused by the motion of multipoles
and oscillators through the medium. In the
latter case, below the normal Cerenkov thresh-
old, a straightforward Doppler effect is ob-
served, while above the threshold, a “‘complex”
Doppler effect occurs, but not truly related to
Cerenkoy radiation,

Another case of some interest, one which
occurs mainly in the UV part of the spectrum,
is the region of anomalous dispersion, where
one meets a “complex” index of refraction; in
this case the Cerenkov spectrum deviates from
the smooth A~% law, above, and is broken up
into bands which occur in those regions where
the real part of the dielectric constant € > 2.

Most of these theoretical problems mentmned
so far, apply to transparent media and to the
Optlcal region of the spectrum.

It was early realized, however, that Cerenkov
radiation could also be expected to occur in
ferrites {both isotropic and anisotropic), hav-
ing a permeability g, under the same condi-
tions of threshold ie., n =1, where nin this
case is {(eu)1/2. This can occur in the microwave
and radio- frequency regions of the spectrum,
In these cases, referring back to Fig. 1, it is only
necessary that the distance between a point 8
and the track of the particle shall be <A, so
that, in the microwave region of the spectrum,
the particle need not pass through the “body”
of the medium, but can travel down a tunnel,
eliminating the otherwise accompanying ioniza-
tion losses. Some enhancement of the radiation,
poor in this case, because of the A~? relation,
can however be achieved, if it is possible to
“bunch” the electrons. Loaded wavegnides are
also potential media for Cerenkov radiation.

We mention briefly three other associated ef-
fects, that radiation, in limited bands, can occur
in a plasma, that there are various diffraction
and scattering effects,* and that the phenom-
enon of Cerenkov radiation has a certain rela-
tionship with that of transition radiation.®

Much of what we have discussed above is of
mostly academic interest as far as applications
are concerned, though these topics lay the
foundations for the many applications.

While a summary of the results of these
theoretical studies will be found in Ref. 6, the
most comprehensive review of these aspects of
the phenomenon will be found in the work of
Bolotovskii.”
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At this stage let us discuss the situation in
which the medium is a gas rather than a liquid
or solid. Take air for instance. In this case, we
have n=1.000293, &qax = 1.3° E’mm(elec-
trons) = 21 MeV, and dN{di=0.3 photons cm™!
path.

These energy yields, both in gases and even in
solids and liquids, are extremely small, relative
to the ionization energy losses, which amount
to ~2 MeV gm~! cm-? for relativistic particles.

However, while the energy vields in Cerenkov
radiation are small compared with the ioniza-
tion losses, the emitted photons, having ener-
gies ~2-3 eV, are 30 numerous, and light de-
tectors such as photomultipliers so efficient,
that it is possible to utilize the effect in many
branches of high-energy nuclear and cosmic-ray
physics.

Let us now turn to the experimental and ap-
plication aspects of the phenomenon of Ceren-
kov radiation. While the early experiments car-
ried out by Cerenkov himself were based on
relatively strong radiocactive sources and used
the photographic technique, the first detection
of single charged particlesin a liquid is attributed
to the writer,® as is the first detection of the
Cerenkov light from single cosmic-ray particles
in air,? in conjunction with a colleague.

While most of the theoretical work on the
topic has been carried out in the USSR, it
would appear that the West has contributed by
far the larger fraction of the work on the ex-
perimental side.

The phenomenon has found considerable ap-
plication in the fields of high-energy and nuclear
physics, and in cosmic-ray research. The unique
directional and threshold properties of the radia-
tion may be used in a number of different ways.
For example, by velecity selection, it is possi-
ble to distinguish between particles of different
mass having the same energy, and it is also pos-
sible to measure particle velocities directly, by
measuring 8. Other examples may be cited: The
¢? dependence, Eq. (2) above, has been used to
determine the charge spectrum of the primary
cosmic rays, and transparent lead-loaded glasses
have been developed as total absorption spec-
trometers for high-energy y-rays.

Reference 6 contains a review of some of the
early types of Cerenkov detector, while Refs.
10 and 11 cover somewhat later developments.

More recently, developments have taken place
in very sophisticated detectors, especially ring-
imaging systems based on gaseous media which
have proved to be especially valuable in high-
energy particle physics,! 313

Cerenkov radiation in the atmosphere pro-
duced by cosmic-ray showers from ultra-high-
energy primary particles!* has become a most
valuable tool in high-energy y-ray astronomy.
This in fact provides the only tool, and it is
ground-based, for searching for point sources of
w-rays in the energy region 1011-1013 ¢V 15,16

A further application of Cerenkov radjation is
the search for neutrinos of cosmic origin in sea-
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water, in a deep ocean trench off the island of
Hawaii, a project known as DUMAND (Deep
Underwater Muon and Neutrino Detector),17?
the volume of water involved in this detector
being ~1 km?. A somewhat similar type of ex-
periment is likewise under investiagation in at-
tempt to observe the decay of the proton 18

Three further aspects of the phenomenon will
also be made in passing: (1) the application of
the effect to produce extremely weak standard
light sources for testing astronomical equip-
ment;'® (2) the interpretation of a particular
type of radio emission from sunspots:?® and
(3} the inverse Cerenkov effect,?! proposed as
a way of accelerating charged particles.

By contrast, there have been two applications
in biological areas. One of these is that flashes
of light observed by astronauts involved in the
NASA Apollo program during periods of trans-
lunar flight have been attributed, partially or
possibly totally, to Cerenkov radiation pro-
duced by primary cosmic rays of relatively high
nuclear charge traversing the retinas of the eyes
of the astronauts on these missions.??

And finally we mention that there is evi-
dence?? that Cerenkov radiation may be a
contributing or even dominant effect in the re-
pair mechanism by photoreactivation of the
DNA in the bacterium Esherichia coli subse-
quent to damage by ionizing radiation.

J. V. JELLEY
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CHEMICAL KINETICS

Besides offering useful rate equations to de-
scribe the speeds of chemical reactions, chemical
kinetics attempts to describe exactly how each
reaction occurs. It does so in terms of one or
more elementary steps, which are reactions
having no observable intermediate chemical
species. The ultimate goal is a theory interre-
lating energy, structure, and time for these single
chemical events. Many of the ideas, developed
since 1850 when the first quantitative rate
study was made, have been extended by analogy
to explain electron-hole processes in semicon-
ductors, various sclid-state processes, and ther-
monuclear reactions.

Reaction rates depend on the nature of the
reactants, temperature, pressure, kind and in-
tensity of radiation, nature of catalyst or sol-
vent, and many other factors. The extent of a
reaction can be followed by withdrawal of
samples for early chemical analysis. It is more
commeon, however, to analyze the main reaction
mixture continuously and nondestructively by
spectroscopic means or by observing physical
properties like density, electrical conductivity,
optical activity, dielectric constant, and so on,

The rate v of a reaction aA + bB—>¢E+ fF is
best related to the rate of change of the con-
centrations [A] and [B] of reactants by re-
writing the equation as 0 = ¢E + fF - gA - bB.
If the change is an elementary step, its rate is

__ldla)__1dIBl _ 1 dE)_
a gt b dt e dt
1 d[F]
+———=k[Al9[B]?
rarT [A]¢[B]

Here k is a rate constant independent of concen-
tration. If the step is not elementary, its rate is
often presumed to be expressible as propor-
tional to certain empirically observed powers
m, n, -+ of the concentrations of species pre-
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sent in the reaction vessel, The values of m,
n,* - need not be integers and cannot be pre-
dicted from the balanced chemical equation if
the step is not elementary. The over-all order of
a reaction is the sum of these exponents, and
the order with respect to a particular species is
its own exponent. The order of a reaction can
be determined in several ways. In the method of
initial rates, concentrations of all but one reac-
tant are held constant, if possible at great values,
and v is observed at the start of reaction for
several values of [A]. The order with respect to
A is the slope of a graph of log v vs. log [A].

The first mgjor reaction rate theory was
founded on the kinetic theory and classical
mechanics, It still is very useful when reactants
approach each other in an attractive potential
field (e.g., ions), when the distribution of ener-
gies is nonequilibrium (e.g., electrical discharge
in gases), or when the molecules involved are
tremendous in size. In general, however, the col-
lision theory suffers from its inability to satis-
factorily predict effective cross sections {mo-
lecular sizes for reaction) or the effect of iso-
topic substitution.

Most modern theories suppose the existence
of an undetectable transition state of high
energy and fleeting existence. The configuration
of this activated complex lies, as it were, atop
the mountain pass of lowest height between
energy-valleys of reactants and products. It is
mechanically stable to all vibrations except the
one that describes the progress of reaction over
the saddle-point at the pass. This one motion is
assigned a very low (sometimes imaginary) fre-
guency, but otherwise the activated complex is
just another molecule, It is supposed to be in
dynamic equilibrium with reactants and its free
energy can be calculated from its partition func-
tion by the usual methods of STATISTICAL
MECHANICS, The rate constant kn then takes
the form (kT/h) exp{-AA/kT) where k is the
gas constant per molecule, T is the absolute
temperature, 2 is Planck’s constant, and A4 is
the increase in free energy on going from reac-
tants to activated state. This resembles the well-
known relation kr = 5 exp(-E/kT) discovered
empirically in 1889 by Arrhenius. In it, s and £
ate approximately independent of T, and £ is
called the activation energy.

A recent theory of promise treats reactants as
a wave packet that gradually spreads in time.
The rate of reaction is taken to be the probabil-
ity that the packet will be found in a configur-
ation that is indentified with products.

Thermal decomposition of an initially pure
gas is seemingly a simple change, yet its order
often changes gradually from first to second as
the pressure falls. Moreover, there is always the
question why like molecules do not all decay at
once. The answers lie in understanding the
mechanism, which is presently taken to be col-
lision with any other molecule M (0 = A* +
M - M - A with rate constant k') to vield an
energized molecule A* that may suffer a stabi-
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lizing collision (0= A+ M -~ M~ A* with &3)
or internal change {0 = AT - A* with k) that
leads to the activated state Af, The reaction is
called unimolecular because the activated com-
plex At contains only one reactant molecule,
The rate of decomposition of A at any instant
isv=k; [MI[A] - k5 [MI[A*], and the rate of
decomposition of A* isv* =k, [A*] ~ ky'[M]
[A} + k5 [M]I[A*]. Since the v's are time deriv-
atives, these are simultaneous differential equa-
tions.

It is generally impossible to solve the simul-
taneous differential equations that describe a
mechanism. The least restrictive and most useful
simplification is generally the steady-state ap-
proximation, wherein the concentration of a
species of low concentration is assumed to reach
an effectively constant value after a certain
reasonable time {(induction period} has passed.
If [A*] reaches a steady-state concentration,
v* = 0 and the v* differential equation becomes
an algebraic one for [A*]. Moreover, the rate of
decomposition of A then is v = k;[A*] =
kiky [MI[A)(k, + ko[M1Y!. This rate equa-
tion becomss second order if k5 [M] <€ k, ; this
occurs at low pressure or when A* changes
rapidly into A%, If A is a simple molecule of
few atoms, the activation energy easily becomes
effective in one bond to cause decay. On the
other hand, the order becomes first if &, [M]}>
k; this corresponds to high pressure or an A
with many degrees of freedom to accommodate
the activation energy.

A pgenerally more restrictive way to simplify
the mathematics of a sequence of reactions is to
assume that one step is so much slower than
the others that it alone limits the rate. All steps
besides the rate-limiting one are assumed to be
at equilibrium in this approximation, 1f, in uni-
molecular decomposition, the rate-limiting step
is A* > A%, then the rate is k; [A*]. The reac-
tion is then first order in A because v = 0 for the
equilibrium A+ M =M + A* If, however, the
rate-limiting step is A+ M = A* + M, then the
rate isk; [M]J[A].

Bimolecular reactions, wherein the activated
state consists of two reactant species, are very
common, The rates of the fastest of these are
limited by the rates of diffusion of reactants
and have rate constants of the order of 101¢
liter mole™! sec’! in aqueous solution. Typical
examples are the aqueous neutralizations NH,*
+H,0 - NH; + H30” and H30*+F~ - HF +
H, . Typical bimolecular gaseous reactions are
the linear chain reactions X + H;=HX + H and
H+ X,»HX+ X where X is H, D, Cl, Br, or I.
A nice way to initiate these reactions of H,
and X, is by a photon: X, + photon =+ X+ X,
Thermal dissociation of X, is also sufficient to
start reaction.

Carbon compounds undergo many reactions,
but most of them can be classified into a few
types. Nucleophilic substitution, wherein a basic
reactant replaces another initially on C by a net
reaction X+ RY = XR+Y, may be first order
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in RY alone or in both X and RY, If first order
in just RY, the mechanism is labeled Syt and
the rate- llmltlng step is conceived as production
of the active carbonium ion R* by the process
RY - R*+ Y~ If second order (Sy2), the rate-
limiting step is considered to be production of
the bimolecular activated complex X ---R -+
Y. Elimination reactions typically vield a double
bond with loss of part of the organic reactant
RCH,CH, Y. If first order in organic reactant
(type E, ) the rate-limiting step is said to be
pmductlon of the carbonium non RCH,CH;",
which then swiftly eliminates H* to become
RCH =CH,. If first order in both base and
organic reactant (type E;), the rate-limiting
step is thought of as productlon of a bimolecular
complex which eliminates H® and Y~ almost
simultaneously. A fifth class of organic reaction
(Syi) describes how an electrophilic reagent
{eg., NO," in mixed HNO; and H,S0,; or Br*

in Brg with FeBry) may attack an aromatic ring
like that in benzene to form a positively charged
intermediate that soon loses H* to a base in the
solution,

A catalyst is a species that changes the rate of
areaction and yet is regenerated by that reaction
so that it seems to be unchanged in the net
reaction. Catalysts do not affect the equilibrium
state but they do lower the activation energy
and sometimes may provide a needed steric
arrangement. The most general mechanism of
catalysis is A+ C, - D+, followed by B+
C,;>E+C, to give the net change A+B —~
D+ E. Many so-called catalysts of industry need
regeneration (C,—>C,) by a reaction other than
that catalyzed. For example, silica-alumina
cracking catalysts used in making gasoline must
be cyclically burned free of carbon deposited
during cracking. A catalyzed reaction is almost
always first order in catalyst concentration {or
surface area) and usually has an order that is
less than the true order by unity,

Enzymes are biological catalysts. Many act by
the well-known Michaelis-Menten mechanism
E+S2C—P+E, where enzyme E attacks
substrate 8 with a rate k5 [E][S] to form a
complex C that may yield products P at a rate
kp[C] or may revert to § with rate kg [C]. The
rate of disappearance of 8 is vg =k 5 [E)[S] -
kg [C] and the rate of appearance of C or dis-
appearance of E is vg = k4 (E][8) - kg[C] -
kp[C]. The total concentration of enzyme in
the system is [E]q = [C] + [E]. In the steady
state, vg = 0= ka([Elo - (C))[S] - (kR + kp)
[C) so that

kpkalS][E]o
(kp +kp) + ka[S]

vg =kp[C] =

The rate of disappearance of § is always first
order in total enzyme but may change from first
to zero order in § as [S] increases. The maxi-
mum rate at which E can act occurs when [8] is
great and vg = kp[Elp.
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Much industrial research is devoted to finding
catalysts which speed {or slow) specific desired
{or undesired) reactions. Academic research on
rates tends, however, to search for mechanisms
and to propose models useful for prediction.
Very fast reactions are of particular interest and
they offer several kinds of challenge to experi-
menters. If a decrease in temperature does not
affect the mechanism, a very fast reaction can
perhaps be slowed to fit the response time of
the analytical devices in use, Typically for anal-
ysis in real time one uses visible and ultraviolet
spectrometers or a mass spectrometer, If a
reaction is fast, the reactants must be mixed in
a time very short relative to the time of the
reaction; for times less than a millisecond, reac-
tants are generally mixed before reaction, which
is later initiated by a pulse of pressure or radia-
tion (e.g., flash photolysis) or introduction of a
catalyst, Qr, instead of working in real time, a
reaction may be maintained in a steady state
{e.g., a flame) with concentrations noted as a
function of position, with of course some direct
link between position and time. For reactlons
that occur in a time of the order of 1073 sec,
typical experimental methods are: nuclear mag-
netic resonance, sudden changes in pressure or
temperature, flash photolysis, shock waves, and
various methods of controlling flow. For reac-
tions done in 10~% sec, one has: electric field
displacement, ultrasonic methods, electron
paramagnetic resonance, dielectric relaxation,
and pulsed radiolysis. A few special techniques
(e.g., fluorescence quenching) are useful at
10-9 sec. In liguid sclution, the rate of a fast
reaction may be independent of the nature of
the reactants and become, instead, a function
of liguid viscosity, with a temperature coeffi-
cient appropriate to viscosity’s change with
temperature. Rate of reaction is thus controlled
by diffusion; for this, the activation energy of
the chemical change seldom exceeds about 20
kJ per mole.

Very fast gaseous reactions and their mecha-
nisms are often studied by crossing molecuiar
beams in a vacuum. A heated reservoir with
small hole allows molecules to effuse (ca. 107
torr). A beam is defined by slits or orifices, and
a selection of velocities is then made by ro-
tating sectors in the beam, which at the start
contains the usual Boitzmann distribution of
velocities. For easier detection, a much more
intense beam of high-energy molecules can be
made by fluid flow through a supersonic noz-
zle, but extremely rapid pumping is needed to
maintain the necessary vacuum. The simplest
collision in crossed molecular beams is “‘elas-
tic,” with momentum and translation energy
conserved by whole molecules. Inelastic col-
lision modifies their internal energies. Reactive
scattering of beam by beam involves a transfer
of atoms during an encounter. To link the re-
sults of such scattering to a bulk reaction rate,
one must average properly over angles, ener-
gies, and so on. While typical reactive collisons
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in gases occur at distances of the order of (or
less than) 100 A, certain other reactions involv-
ing a preliminary transfer of an electron may
occur at distances of the order of 200 A. These
last are rather poetically called “harpooning.”

WILLIAM F. SHEEHAN
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CHEMICAL PHYSICS

Chemical Physics is a term used to describe a
rather broad set of research activities that fall
on the borderline between the traditional dis-
ciplines of chemistry and physics. As with all
interdisciplinary endeavoers, it is difficult to
arrive at a precise definition of chemical physics
that is generally acceptable to the practioners
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of the field and that remains meaningful over
an extended period of time. In particular, the
distinction between chemical physics and phys-
ical chemistry is rather arbitrary, depending
more on the background and training of the
individual conducting the work than on the
nature of the work itself. Many universities
have a curriculum option that requires formal
training in both chemistry and physics depart-
ments. The graduates of such programs tend to
think of themselves as chemical physicists;
others, whe have a primarily chemistry back-
ground, may identify themselves as physical
chemists even though their research is very
similar,

Chemical physics did not emerge as an iden-
tifiable research field until well into the twen-
tieth century. The atomistic approach to chem-
istry was introduced by Dalton and others at
the start of the nineteenth century, and impor-
tant contributions were made by physicists such
as Avogadro. However, the lack of a detailed
model for the atom and molecule made it im-
possible to relate the microscopic structure of
matter to macroscopic behavior. Thus, physics
and chemistry pursued their own evolutionary
development through most of the nineteenth
century, with rather limited interaction.

These paths began to intersect at the turn of
the century: J. Willard Gibbs, a professor of
mathematical physics, developed a powerful
tool for chemists in the form of statistical me-
chanics; Peter Debye created detailed physical
models that explained the properties of elec-
trolyte solutions in terms of forces between
electrically charged particles; William and
Lawrence Bragg developed x-ray techniques for
determining the structure of crystals, which
opened the chemistry of solids to detailed in-
vestigation for the first time; Niels Bohr recog-
nized that the theory which explained atomic
spectra should also permit a physical explana-
tion of the pericdic table of the elements. With
the advent of quantum mechanics in the 1925-
30 period, physics and chemistry were drawn so
closely together that there was no longer a de-
finable boundary. Quantum mechanics pro-
vided for the first time a quantitative theocry
capable of explaining the forces between atoms
that lead to the formation of molecules. During
a remarkably prolific period the foundations
were laid for a detailed understanding of mo-
lecular structure, the kinetics of chemical reac-
tions, the relation of thermodynamic properties
to structure, the interaction of light with mat-
ter, and many other subjects of long-standing
importance in chemistry.

Another important factor was the develop-
ment by physicists of instruments that allowed
chemical phenomena to be probed in new ways,
Infrared and mass spectrometers were used suc-
cessfully by chemists in the 1930s, and the
postwar period saw the introduction of more
and more sophisticated instrumentation—micro-
wave, nuclear magnetic resonance, electron spin
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resonance, and Madssbauer spectrometers, to
name only a few, More recently, the laser has
opened many new avenues for chemical re-
search. In a pattern which has been repeated
many times, a new instrumental technique is
developed by physicists, applied first to prob-
lems of current interest in physics (usually in-
volving atoms or simple molecules}, and then
adapted by chemists to study larger molecules
and more complex chemical phenomena.

The birth of chemical physics as an identi-
fiable research field can perhaps be dated from
the establishment of The Journal of Chemical
Physics in 1933, The driving force for this
event was the rapid increase in research papers,
resulting from the new theoretical and experi-
mental tools described above, which could not
be accommeodated by the traditional journals
of either physics or chemistry. More than any
other single measure, the contents of this jour-
nal have defined the scope of chemical physics.
More recent journals and publication series
using the term chemical physics in the title
have tended to adopt the same scope and em-
phasis as The Journal of Chemical Physics.

It is therefore instructive to analyze the con-
tents of The Journal of Chemical Physics. The
articles appearing in the journal are currently
sorted into five categories, which are listed be-
low along with the approximate distribution of
papers in early 1982:

Spectroscopy and light scattering 35%

Molecular interactions and reactions,
scattering, photochemistry

Statistical mechanics and
thermodynamics

Quantum chemistry, theoretical

22%
20%

electronic and molecular structure 18%
Polymers, surfaces, and general chemical
physics 5%

Titles of papers on spectroscopy show emphasis
on topics such as laser<induced fluorescence,
double resonance, and other techniques that
permit measurement of the fine details of
molecular structure. Studies of energy distri-
bution in molecules, ionization processes, and
reaction kinetics as determined by molecular
beam experiments are prevalent in the second
category. The application of statistical me-
chanics to the understanding of phase transi-
tions and critical phenomena is now an active
topic. Papers in quantum chemistry range from
diatomic molecules to complex aromatics but
stress the calculation of the full range of molec-
ular properties, not only energy levels and sta-
bility. The relatively small number of papers
classified as surface physics is somewhat mis-
leading, in view of the growing interest of
chemical physicists in this area of research.
The explanation probably lies in the existence
of a number of competing journals.

Another measure of the topics currently em-
phasized in chemical physics research is pro-
vided by a 1981 survey of members of the
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Division of Chemical Physics of the American
Physical Society. This division has a member-
ship of about 2,800, which gives a rough idea
of the number of scientists in the United States
who regard themselves as chemical physicists.
The areas of special interest were ranked as
follows in the survey:

Spectroscopy and light scattering
Molecular interactions and reactions
Photochemistry

Surfaces

Statistical mechanics and thermodynamics
Scattering processes

Polymers

Here the importance of surface science is more
evident.

In recent vears the overlap between chemical
physics and solid state (condensed matter)
physics has become stronger. A number of ideas
derived from the chemist’s traditional approach
to bonding have been introduced into solid
state physics, Likewise, the distinction between
atomic physics, which in the past focused on
interactions between electrons, photons, and
atoms, and the part of chemical physics that
deals with molecular interactions and reactions
has become blurred. There is also a trend toward
a closer relation between chemical physics and
biophysics.

In summary, chemical physics is a research
area of somewhat diffuse and fluid boundaries
which is characterized by use of the theoretical
and experimental tools from physics to further
the understanding of phenomena of interest to
chemistry, It bridges the gap between two his-
torically different approaches to natural science,
whose distinction is gradually disappearing.

DaviDp R, LiDE, JR.
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CHEMISTRY

Chemistry is the branch of natural science that
is concerned with the nature, composition, and
structure of matter. The chemist attempis to
provide a consistent model of the macroscopic
behavior of materials in molecular terms. Be-
cause of the focus on the behavior of matter,
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chemistry is in a central position in the array of
natural sciences and has strong interdisciplinary
ties to both physics and biology. In fact the
core of conceptual models of chemistry is fa-
miliar to the physicist and includes primarily
guantum mechanics and thermodynamics,

The drive to understand matter at the molec-
ular level has lead the chemist to follow the age
cld goal of transformation of matter both at
the molecular and, more recently, the atomic
level. In this field man is able to synthesize new
combinations of elements, substances and ma-
terials, Actually, chemists have created in the
laboratory several chemical elements (43, 61,
87, and 93 to 105 inclusive) that apparently are
not normally present in or on our planet. Even
a cursory examination of the concept of iso-
merism (the existence of two or more different
compounds that have identical compositions)
yields the conclusion that literally trillions and
trillions of different compounds of carbon
could be synthesized. In fact, there are possible
at least 62 X 1012 different compounds {called
isomers) all having an identical composition
indicated by the formula C4oHgy. This specific
combination of atoms is just one of millions of
other possible combinations, and some of these
would have thousands of isomers. The current
chemical literature contains documented evi-
dence for either the existence, or the synthesis
by man, of well over a million different com-
pounds of carbon. And carbon is only one of
the 105 known chemical elements.

As with most areas of science, the explosive
growth of chemical knowledge in the twentieth
century, particularly since the Second World
War, has lead to the development of several sub-
disciplines of chemistry. The four main areas
which are generally recognized are analytical,
jnorganic, organic, and physical chemistry. In-
terfacial areas bridging the natural sciences
range from medicinal and biochemistry to geo-
chemistry, astrochemistry, theoretical chemis-
try, and chemical physics.

A unique and important factor associated
with chemistry is the existence of a strong in-
dustrial connection. The chemical industry is
one of the major components in the economy
of any developed nation. The continually in-
creasing need for commodities such as strue-
tural materials, fabrics, fertilizers, pesticides,
and pharmaceuticals will enhance the chemical
industry. The consumption of sulfuric acid, for
instance, has for several decades been consid-
ered a significant indication of general industrial
activity. This strong academic{industrial link is
shown in the development of varicus subdisci-
plines such as polymer and industrial chemistry.

Historical Background The history of al-
chemy is a fascinating record of man’s earliest
investigations of matter. However, the mixture
of rational and mystic approaches hampered
significant progress, Consequently, it was not
until the rationalisi eighteenth century that the
serious origins of chemistry developed. Robert
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Boyle and Antoine Lavoisier, two of the earliest
proponents of exact quantitative experimenta-
tion, exerted profound influences on late eigh-
teenth and early nineteenth century chemistry.
Their techniques were mainly physical measure-
ments.

Around the middle of the nineteenth century,
Friedrich Kekulé and Archibald Couper inde-
pendently proposed a system for writing graphic
formulas for chemical compounds, Their con-
cepts were based apparently on the noticn that
physical forces held together the atoms in com-
pounds, About the same time, general accep-
tance was finally accorded Amedeo Avogadro’s
hypothesis (proposed about 50 years earlier)
which stated that equal volumes of gases at the
same temperature and pressure contain equal
numbers of molecules. The importance of the
establishment of a direct link between observ-
able and molecular scale behavior contained in
Avogadro’s hypothesis cannot be overestimated.

In addition to this interest in conceptual mod-
¢ls, considerable activity revolved about phe-
nomenological models. These studies culminated
in the development of the periodic table of the
elements by Mendeleev. In this scheme regulari-
ties in the chemical and physical behavior are
organized and provided a powerful predictive
tool for the discovery of new elements, com-
pounds, and physical properties.

During the period 1860-1920, the first great
period of synthesis of new compounds occurred.
Both organic and to a lesser degree inorganic
chemistry flourished, and hundreds of com-
pounds were prepared, correctly analyzed and
identified, and logically classified as to struc-
ture and reactivity. And yet, throughout this
period, chemists had no knowledge whatso-
ever about the structure and composition of
atoms. Also they had a rather shallow concep-
tion of chemical bonding and molecular geom-
etry. The growth of organic chemistry during
the nineteenth century is an epic example of
the productivity of sound inductive and deduc-
tive reasoning.

As was the case with physics, the quantum
revolution in the early decades of the twentieth
century had a profound effect on the direction
and development of modern chemistry. Al-
though the influence of quantum theory is
pervasive throughout chemistry there are three
particularity significant cases which bear men-
tioning. The organization of elements in the
periodic table is directly correlated to elec-
tronic configurations hence establishing elec-
tronic structure as the basis of chemical be-
havior. Due to the pioneering efforts of Lewis,
Pauling, and others, quantum theory provides a
basis for both a qualitative and quanfitative
understanding of the chemical bond. The ex-
plosive growth of various forms of atomic and
molecular spectroscopy which accompanied the
development of quantum theory has added a
significant battery of methodologies which are
available for modern chemical research, These
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techniques have proven invaluable both in the
measurement of amounts of materials present
in a given sampie and in the elucidation of
molecular structure. Types of spectroscopic
measurements include: atomic absorption/emis-
sion, ultraviolet, photoelectron, fluorescence,
infrared, microwave, nuclear magnetic reso-
nance, electron spin resonance, nuclear quad-
rupole rescnance, and Mdssbauer. The last men-
tioned technique is an interesting example of
the rapidity of information transfer between
physics and chemistry in that within a few
years after Mossbauer’s discovery of the effect,
it had become a significant tool for investiga-
tion of the geometric and electronic structure
of iron and tin compounds. Other, nonspectro-
scopic, physical methods are also of importance,
In particular, one can cite mass spectrometry,
which is of value in the determination of molec-
ular structure and the study of isotope masses
and diffraction methods (x-ray and electron)
for the determination of geometrical structure,

During and following World War IF there was
considerable investigation of the transuranic
elements and of technetium, francium, and
promethium in relation to their production
and use. All these radioactive elements were
produced by extraordinary nuclear reactions,
whereas all ordinary chemical reactions involve
only the electrons outside the nucleus. Ordi-
nary chemical reactions are, in a sense, extra-
nuclear.

The utilization of chromatographic techniques
such as column, paper, thin-layer, vapor phase
{gas), and high performance liquid chromatog-
raphy has allowed chemists to effect the sepa-
ration of the components of complex mixtures.
The use of ion exchange in the resolution of
ionic mixtures and in the removal of ions from
solutions has been extended during the past
twenty years.

The applications of the molecular orbital and
ligand-field concepts have been highly success-
ful in the description of the bonding in and
geometry of complex molecules. These concepts
have firm physical bases.

Chemists, like most scientists, take a special
delight in doing experiments that are consid-
ered to be theoretically impossible; conse-
quently the discovery in 1962 by Bartlett of a
stable compound of xenon, Xe*(PtF¢)~, was an
epic event. Since the discovery of the noble
gases during the period 1894-1900, most chem-
ists had assumed or believed that these elements
were chemically inert. Therefore, Bartlett’s dis-
covery prompted much activity to produce
other noble gas compounds.

The importance of chemistry in modern biol-
ogy, and especially in medicine, has been reem-
phasized by knowledge of the role of the nucleic
acids, such as DNA and RNA, in the genetic
scheme, The increased use of chemotherapy in
medicine is common knowledge.

Analytical Chemistry The qualifative and
quantiative determination of elemental compo-
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sition of matter resides in the branch of chem-
istry called analytical chemistry., Any means of
determining molecular structure is often called
an analytical technique. Until relatively re-
cently most analyses were performed by using
specific chemical reactions and techniques in
liquid solutions, Recent advances in spectros-
copy and other physical techniques have vielded
a variety of instruments that greatly facilitate
chemical analyses, The ability of the analytical
chemist to measure irace guantities of ma-
terials has played a central role in the develop-
ment of awareness of the hazards of environ-
ment pollution,

Biochemistry Investigations of the chemical
phenomena in, and the constituent compounds
of, living organisms are performed mainly by
biochemists. Because every chemical reaction in
any living organism involves compounds of car-
bon, biochemistry is in part the application of
organic chemistry to investigations of vital sys-
tems. However, physical and analytical and
more recently inorganic chemistry are essential
to biochemistry,

Inorganic Chemistry This branch of chemis-
try is mainly that of all forms of noncarbon
compounds. Although its potential scope is
huge, it has attracted, until recently, much less
attention than have organic and physical chem-
istry. The availability of sophisticated physical
methods have made detailed knowledge of inor-
ganic materials possible, The very breath of this
subdiscipline has lead to the existence of sev-
eral interdisciplinary activities. The most im-
portant of these are organometallic chemistry,
in which one studies carbon derivatives of the
elements, and bioinorganic chemistry, which
focuses on the role of inorganic species, espe-
cially metal ions, in biological systems,

Organic Chemistry This division of chemis-
try is essentially that of the compounds of car-
bon, Originally organic chemistry was confined
to materials in or from living organisms, prob-
ably because nearly every compound either iso-
lated from or produced by a living organism is
a compound of carbon. Although there are
more compounds of hydrogen than of any other
element, the compounds of carbon are next in
line. The property of catenation (ability of
identical atoms to bond together) is exhibited
most extensively by carbon, The hundreds of
different carbon-atom skeletons of the thou-
sands of known organic compounds attest this
fact. All foods, nearly every fabric, every ordi-
nary commercial fuel, and almost all pharma-
ceuticals are organic in the sense that they con-
tain compounds of carbon. The great tradition
of syntheses of new cotnpounds has developed
to an art form in modern organic chemistry.
One now can prepare structures ranging from
highly symmetrical geometric forms to huge,
complex naturally occurring molecules such as
vitamin B-12.

Physical Chemastry The gquantitative measure-
ments of the properties and behavior of the
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elements and their compounds are the major
concern of the physical chemist. Nearly every
technique and concept has been adopted from
physics. The development of new chemical
concepts follows logical consideration of quan-
titative data. The major branches of physical
chemistry are spectroscopy, nuclear chemistry,
kinetics, thermodynamics, quantum and statis-
tical mechanics, and solution and surface chem-
istry. Physical organic and inorganic chemistry
have gained prominence during the past 25
years. The availability of modern high speed
computers has allowed for the application of
the methods of quantum chemistry to mole-
cules of increasing size and complexity. Calcu-
lations are usually divided into ab initic and
semiempirical methods, the latter having a
higher degree of presupposition and/or param-
eters derived from experimental data.

There are certain discernable trends in the
current direction of chemical research which
are worth noting. The first of these is the in-
creasing tendency of interdisciplinary activi-
ties between subdisciplines. The most promi-
nent of these include bicinorganic, bioorganic,
physical inorganic, physical organic, and or-
ganometallic chemistry. On a larger scale, joint
programs involving chemistry, physics, and
engineering may be found in the rapidly in-
creasing number of material sciences programs,
One should also note the pervasive ufilization
of analytical instrumentation in virtually all
areas ranging from synthetic organic to experi-
mental physical chemistry. In similar fashion,
methods traditionally associated with physical
chemistry, such as X-ray diffraction and molec-
ular orbital calculations, are now extensively
used by inorganic and organic chemists. There
has also been a strong interest in chemistry re-
lated to industrial processes giving rise to comn-
tinued growth not only of polymer chemistry
but also the study of catalysis and surface
chemistry. :

CHRISTOPHER W. ALLEN
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CIRCUITRY

Basic Concepts An electric circuit may be de-
fined as a path or group of interconnected paths
capable of carrying an electric current or an
arrangement of one or more closed paths to
accommodate an electron flow, Electrons bear
electric charges, and the unit of electric charge
is the coulomb, defined as the quantity of
charge possessed by 6.24 X 1018 electrons, and
the electrical through varigble is the current.
The unit of current is the ampere, defined as
the flow of one coulomb (6.24 X 1018 elec-
trons) per second (1 ampere = 1 coulomb/sec).

The passage of a current through a circuit ele-
ment yields a change of potential designated as
the voltage drop or voltage (in volts) and con-
vention dictates that in passive elements such as
resistance R, inductance L, capacitance C, short
circuits and open circuits, the current flow
through the element is the direction of voltage
drop or voltage across the element. In source
elements such as ideal voltage sources and
ideal current sources, the current flow is in the
direction of the voltage rise across the source.
The use of the words through with regard to
current and geross with regard to voltage may
be observed.

Three types of equations are used in the anal-
ysis and synthesis of electrical circuits. These
are the continuity, compatability and elemen-
tal equations, A continuity equation is a rela-
tionship among through variables, and in the
electrical case this is the Kirchhoff Current
Law: The algebraic sum of the currents enter-
ing a point (node) in an electrical circuit (net-

work) must be zero (Zi= 0}. A compatability
equation is a relationship among across variables,
and in the electrical case, this is the Kirchhoff
Voltage Law: The algebraic sum of the voltage
drops around a closed path (loop) in an elec-

trical circuit (network) must be zero ( &w Av = 0).
It is to be noted that in applying the Kirchhoff
Laws, currents flowing away from a point are
treated as a negative current flowing toward the
point and negative voltage drops within a path
are treated as voltage rires.

Elemental Equations The third type of equa-
tion is the elemental equation which is a rela-
tionship between the through and across vari-
ables for a particular element. For the cases of
R, L and C, the elemental equations are

v=Ri, i=v/R=Gu 4D

which is known as Qhm’s Law and where it is
to be noted that G = 1/R,

S R I I
v=17L ar z—LJ.:dt 2)
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and

) dv 1

i Cdt’ v ijdr, (3)
Equations (1), {2), and {(3) demand that the
elements be linear, that is, they possess an out-
put (either { or v) that is in direct proportion
to the input (either i, v, di/dr or dv/dt) which
shows that R, L, and C may be viewed as simple
proportionality constants, Equations (1), (2},
and {3) may also be derived experimentally or
by an interpretation of electromagnetic field
phenomena.

For the case of the short circuit
Av=0 {4}
which states that a short circuit passes all of the
current with no voltage drop and for the open
circuit

i=i,

i=0;, Av=v (5
which states that an open circuit possesses the
impressed voltage but passes no current,

Circuit Connections Circuit elements may be
connected in series in which they are connected
in such a manner as to provide a single path for
the flow of current or in parellel in which they
are connected so0 as to provide a division of cur-
rent among the elements. It is apparent that in
series circuits, the Kirchhoff Voltage Law must
prevail and in parallel circuits, the Kirchhoff
Current Law must apply to the element connec-
tion points. Equivalent single values of R, L,
and C may be determined (Req, Leq and Ceq)
where for the series circuit

bi i3 n 1
Req= 2 Ry Leq:zl‘f; Ceq =" 1
i=1 =t > &
k=1 "k
(6)

and for the paraliel circuit

—

1

p
s Leq = i Ceq = Z C.
k=1

T2 4.1
ZRf =1L_,-

o,

(7}

It is useful to define a quantity called the im-
pedance to exponentigls or merely the imped-
ance as the ratio of an exponential voltage, v =
Vet to an exponential current § = fe¥¥, With the
admittance to exponentigls taken as the recip-
rocal of impedance, Eqs. (1), {2}, and (3) can
be used to show that, for B, L, and C,

Zrs)=R;, Ygr(5)=1/R=G (8)
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Zp(sy=Ls; Yp(s)=1/Ls (9

(10)

Then if a direct current {d-c) voltage v=v(s =0)
is applied Zr(0) = R, Zr(0) = 0, Z¢(Q) = o=
and YR(0)=1/R=G,YL(0)=o=and ¥Y¢(0) =0,
If an olternating current f{a-c} voltage is ap-
plied, Euler’s equations can be used to show that
s = jw (j=v-1) and Zr(jw) =R, Zy(jw)=
jwl=jX1,Zc(jw)=—fl}wC)=-jXc, Yr(jw) =
R = G, Yr{jw) = -j(1fwl) and Ye¢(jw) =
jwC. In the foregeing Xy and X¢ are respec-
tively cailed the inductive reactance and the
capacitive reactance.

The Kirchhoff Laws can be employed to yield
the familiar voltage and current divider relation-
ships. For n impedances in series with an applied
voltage Vin(s), the voltage drop across the jth
impedance is given by the voltege divider rele-
tionship

Zolsy=1/Cs;  Ye(s)=Cs,

AVi(s) = ﬁl‘

> Zils)
k=i

k=1,2,3,...,0,...,n (11}

In similar fashion, for n admittances in parallel
(recall that ¥{s) = 1/Z(s)) with an applied cur-
rent fin(s), the current through the ith admit-
tance is given by the current divider relationship

L) = i
D ¥r(®
k=1

k=1,2,3,...

Vin(-g},

Iin(s);

., n (12)

Circuit Analysis Electrical circuit or network
analysis involves the determination of unknown
currents or voltage drops when the circuit is
specified and subjected to a forcing function,
For a particular quantity of interest such as the
current through a seties connection of circuit
elements when subjected to a voltage forcing
function, the response is composed of a tran-
sient and a steady state response. For example,
consider the connection of a resistor, capacitor,
inductor and a switch all in series with a volt-
age source vin(?). Kirchhoff’s Voltage Law can
be employed to yield the integro-differential
equation

idt=vga()  (13)

where it is presumed that the switch closes at
t = 0. The total response is given by

i) = ig(t) +ip(8)
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where i¢(t) is the complementary function (also
termed the natural or transiemt response} and
ip(t) is the particular integral (known also as
the forced or steady state response).

The complementary function derives from
the assumnption of an exponential solution,
i(t) = IeSt and its substitution into the homo-
geneous integro-differential equation yields

dic . . 1 [.
L'Et—+Rlc+E i, dt=0

which leads to the factored and algebraically
adjusted auxiliary equation

R 1
2+ =5+ —
L_ﬁ_é_s___éc;;esr:().

Here it is observed that because F=0Qoref =0
will vield trivial solutions

With @ = R/2L and wy® = 1/LC, this equation
becomes the simple quadratic

P+ 2estwat=0

with two solutions for the exponent 5 in the
assumed ic(?) = fe¥*,

£1,52 = ~a*a? - wnt.

The form of the response is dictated by the
discriminant o2 - wn? = wg?. If &> wn, then
wg is positive and 5; and 5, are both negative,
real, and distinct. The complementary solution
will be a pair of exponentials, each with an arbi-
trary constant of integration

fc(r) =1 e(-a+wd}r + i, e('a_‘-“-’d)r (14)

which is the overdamped case.

If o=(op, then g, and s, are negative, real
and equal. In this case 5; =8, =5 = -a and the
solution will be given by

i(ty=He % +],te~, (15)

This is the eritically damped case.

If & < cwn, then & ~ wp? is negative and &, =
-0+ fodd and 85 - & — fad, a pair of complex con-
jugate roots with negative real parts. A damped
oscillation occurs

i (£) = e Y (I cos wgt + I, sin wgat) (16a)

which may be written in terms of a sinuscidal
function and a phase angle

()=l cos (wyt +0)  (16b)

or

io(t)y =Je~%% sin (cogt + ¢). (16<)
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Any of the oscillating forms of (16) describe
the underdamped case.

The particular integral of Eq. (13) may be
found by standard methods such as undeter-
mined coefficients or variation of parameters.
The complete general response is then the sum
of .t} and ip(t) and the arbitrary constants in
ic(t) are evaluated after this sum is taken from
two different initial conditions to form the par-
ticular response,

Other Methods Other methods for analysis of
the complete response are in frequent use, One
of these is the method of Fourier analysis, which
is useful when the circuit is subjected to a peri-
odic input. The input function is represented as
a Fourier series. Because the circuit is linear,
the principle of superposition (the total re-
sponse to the total stimulus is equal to the sum
of individual responses due to individual stimuli
acting alone} permits the response to be evalu-
ated from a term-by-term solution summation
from the individual terms of the input Fourier
series,

Fourier analysis may be extended beyond
Fourier series to first the Fourler integral, then
to the Fourier transform, and finally to the
Laplace transform. This permits the entire
analysis to be conducted algebraically in the
complex frequency domain instead of on a
differential equation basis in the time domain
via the Laplace transform of f{(t):

£[f(r)]=F(x)=f festar (17
o

where s = & + jw, a complex frequency,

Finally, by making use of the idealization of
the unit impuise defined as a pulse of unbounded
magnitude acting over an infinitesinual time
period so that its behavior is not defined by its
magnitude but by its behavior under integration

01-
J- S(t)ydr=1
-

one can employ the Faltung or convolution inte-
gral (orsimply the convolution of two functions)}

(18)

¢
r(r)=j f1lt - Tyry(r)dr (19}
¢

where f}(r} is the actual input function, r,(#) is
the circuit response to the unit impulse func-
tion, r{r) is the actual circuit response, and 7 is
a dummy variable of integration. This proce-
dure is known as Borel’s Theorem.

Steady State a-c and d-c Analysis The con-
cepts of circuit impedance and admittance per-
mit a direct analysis of the steady state condi-
tion. The simplest possible case is that of the
ladder nerwork in which every element current
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or voltage can be determined from any or all of
the following: the two Kirchhoff Laws, voltage
or current dividers, and systematic combina-
tion of impedances {admittances) in series or
parallel.

When the network possesses loops in the graph
theoretical sense, the method of loop (mesh)
analysis to yield loop currents or node analysis
to yield node-to-datum voltages can be used.
Both of these methods involve systematic appli-
cation of one of the Kirchhoff Laws to each
loop or node (loops and nodes are evident from
the topology of the circuit)—the voltage law for
loop analysis and the current law for node
analysis. The inevitable result is a set of # simul-
taneous, linear (and linearly independent) alge-
braic loop or node equations which are easily
solved by several methods.

For certain networks, the superposition theo-
rem (discussed above) or the network theorems
of Thévenin (also Helmholtz) and Norton may
be emploved to advantage. The Thévenin and
Norton Theorems permit calculation of the
performance of a portion of the circuit {possi-
bly a single circuit element) from the terminal
properties of the rest of the network.

Nonlinear Circuits and Circuits with Time-
Varying Elements Analysis of circuits with non-
linear and time-varying elements posesa problem
that is substantially more difficuit than the
analysis of their linear counterparts. For non-
linear elements such as the pn junction diode or
tunnel diode (resistors), the varactor diode (ca-
pacitor), and the common inductor driven to
flux saturation by large currents, analysis can
be conducted using perturbation techniques or
by successive small signal approximations.

Examples of time-varying elements are the po-
tentiometer or rheostat (resistor) and the mov-
ing plate capacitor used in communications sys-
tems for tuning. Analysis of circuits with such
elements requires a valid mathematical model
of the element variation. For example, for a
resistor which is time varying, Eq. (13) becomes

di 1
L d—: +R(2)i + Ejfdt =uialt)  (20)

and the degree of analysis difficulty will depend
on the form of R(z).

Microelectronics and Microelectronic Circuitry
Microelectronics, as the prefix micre implies,
pertains to the area of technology that is asso-
ciated with the fabrication of and operation of
circuits, devices and systems (and subsystems)
utilizing extremely small components. Four
technologies are in widespread use:

Thin-film hybrid circuits consist of conduc-
tor, diclectric, and resistor materials which are
deposited on glass, ceramic, or crystalline sub-
strates by evaporation, sputtering or electro-
plating. The form of the deposition is obtained
by patterning through photoengraving, or by
printing through a mask. In this technology,
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semiconductors, monolithic circuits, capacitors,
and inductors can also be added consistent with
the device function.

Thick-film hybrid circuits consist of conduc-
tor, dielectric, and resistor patterns which are
screen printed on ceramic substrates. Miniature
components such as monolithic integrated cir-
cuits, semiconductor devices, capacitors, induc-
tors, and transformers are then added after the
basic circuitry patterns are formed.

Monolithic bipolar circuits consist of bipolar
junction and monopolar junction field-effect
transistors, Schottky diodes, junction diodes,
resistors and capacitors formed by oxidation,
diffusion, ion-implantation, chemical vapor de-
position and photoengraving on and perhaps
within a single crystal semiconductor substrate.
Interconnection is accomplished through the
use of thin film circuitry.

Monolithic metal-oxide-semiconductors (MOS)
consist of MOS field-effect transistors, capaci-
tors, conductors and resistors which are formed
by oxidation, diffusion, photoengraving, chem-
ical vapor deposition, thin-film deposition, and
ion-implantation on and within a single-crystal
semiconductor or substrate.

ALLAN D. KrRAUS

Cross-references: ALTERNATING CURRENTS; CA-
PACITANCE; CONDUCTIVITY, ELECTRICAL;
ELECTRICITY;: FEEDBACK; INDUCTANCE; LA-
SER; MASER; SEMICONDUCTORS; SEMICONDUC-
TOR DEVICES.

COHERENCE

Basic Definitions The term coherence as it is
used in electromagnetic radiation studies is best
explained by a discussion of Young’s interfer-
ence experiment. Referring to Fig. 1, we con-
sider a self-luminous radiating source § (like a
mercury arc lamp) placed a distance !; from an
opague screen A. In the screen A two pinhole
openings P; and P, are made a distance d apart.
The radiation passing through the pinholes im-
pinges upon and is recorded upon a photo-
graphic plate B a distance I; from screen A.

If I, is a very large distance from A (say
iy 2 bdfX\, X being the average radiation wave-
length) and the spectral width of the radiation
is made very narrow by filtering, then the
fringes observed on B in the neighborhood of O
will be very sharp, and we say that the radiation
fields impinging upon P; and P, are very coher-
ent. This is in accord with our usual notions
about the radiation from a point source. If, on
the other hand, we use the same source and !; is
taken to be small (say of the order of &) and
the dimension b is large compared to 4 then
fringes will not be observed on B, and we say
that the radiation fields impinging upon P; and
P, are incoherent. Again this is to be expected
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FIG. L. Young's interfereace experiment.

since in this case we observe the radiation just
as it emerges from the lamp. As the distance
) is increased from the order of b, faint fringes
will begin to appear upon B. As!; increases, the
fringes will become progressively stronger until
they become very pronounced when {; 2 bd/A.
The intermediate states, when the fringes are
present but not necessarily very strong, are
fermed states of partial coherence. This experi-
ment may be performed using a variety of
sources. The experiment, as we have empha-
sized, measures the coherence of the radiation
when it reaches P; and P ;it does not measure
the coherence of the source.

A quantitative measure of the fringe strength
called the visibility 1, was given by Michelson.”
It is defined as

Tmax = fmin

Imax + fmin (D
where Imax is the maximum intensity recorded
in the vicinity of O and fmin is the minimum
intensity. 0 varies between 0 and 1 and,
roughly, we term radiation fields at two points
coherent when U = | (strong fringes) and inco-
herent {no fringes) when 0 =0.

In the above introduction, ¢ was held fixed
but it is most important to realize that the
fringe visibility at O is a function of the spacing
d and that U may be close to 1 for one spacing
of d and close to zero for another spacing of d.
For example, if we fix !,, we will generally de-
crease the visibility of fringes at O by making d
larger {(more precisely it will decrease and then
increase in a succession of oscillations with the
successive peaks being reduced in magnitude.)
The visibility may thus be viewed as a measure
of the correlation (coherence) between the ra-

diation at P; and the radiation at P, To give a
more precise definition of coherence, Wolf?
considered the correlation function I'(Py, P4, 1),
commonly termed the mutual coherence func-
tion, defined as

U(Py, Py, 7) = {V(Py, t+ 1)V *(Py, 1)y (2)

where V(P, t) is the radiation field at P, and
time ¢ + 7 {in a scalar approximation), V' * is the
radiation field at P, at time ¢ and the brackets
{) denote a time average. For convenience Wolf
used a2 complex notation (V¥ is the complex
conjugate of V), but this need not concern us
here.

It can be shown that the magnitude of the
normalized form of I'(P;, Py, 7}, ¥(Py, Py, 7),
where

I'(P,, Py, 7)
V(P P, TP, , Py, 0)

is equal to the visibility ¥ when the radiation
is quasi-monochromatic {narrow spectral width)
and all path lengths in the problem are small
compared to ¢f/Av {where ¢ is the velocity of
light and Av is a characteristic spectral spread).
In this case it is appropriate to fix Tt at some
value Ty usually taken to be zero.

The definition given by Eq. (2) was intended
to consider polychromatic fields in addition to
the quasi-monochromatic fields so often studied
using the visibility 0. Beran and Parrent! have
shown that the full function I'(Py, Py, 7} is, in
principle, measurable by an extension of the
techniques used in a Young’s interference ex-
periment. Modern discussions of coherence now
center on the calculation and measurement of

Y(Py, Pz, 7) = 3)
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the mutual coherence function I'(P;, Py, 7).
For calculation it is convenient to note that
Wolf® has shown that T'(P,, P4, 7) satisfies the
pair of wave equations

1 azl—‘{Plspst)
.2 P P —_—— &
vl l—‘{ 1:125 T) c3 aTZ

The vector properties of the electromagnetic
field may easily be introduced into the mutual
coherence function. In general one must con-
sider the tensor

&ij(Py, Py, 7} = (Ei(Py, t + VE;*(Py, 1)) (5)

i=1,2y (4)

where Ex(Ps, t} is the kth component of the
electric field at the space point Ps and time ¢. In
general, this function has proved most useful
in the study of polarization effects for fields in
which the radiation has a principal direction of
propagation. The form of & (P,, Ps, 7) has,
however, been derived for the radiation in a
black body cavity.

The above considerations have been for radia-
tion fields that are stationary in time. That is,
the statistical parameters, as opposed to the de-
tailed structure of the radiation field, are inde-
pendent of the absolute scale of time. For fields
in which this is not true we must introduce the
concept of an ensemble average (similar to that
used in statistical mechanics). The mutual co-
herence function &;;(Py, P;, T} must be re-
placed by the function &#E(Py, t;; P;, £3) de-
fined as

EiE(Py, 113 P2, 1) = Ei(Py, 1) )Ef(Py, 13} (6)

where the overbar denotes an average over an
ensemble of systems.

Higher-order Coherence Functions and Quan-
tum Aspects As the concept of coherence grew
and the statistical formulation of the theory
came mote intc the fore it was realized that a
two-point moment like &;(Py, P, T} or
&HE(Py, t,; Py, 1) was inadequate to com-
pletely describe the radiation field. Two fields
could have the same mutuwal coherence function
and yet differ in the statistical content of the
field. To completely describe the field, it was
necessary to consider higher-order moments
ike Lijrt(Py, 115 Py, t3; Py, 13, Py, 14) defined
as

Lijkr(Py, ty; Py, £2: Py, 13;Pa, 14} =

Ei(Py, t1)Ej(Py, t2)Ex(P3, t3)E:(Pg, tg) (7)

and, in fact, for a complete description it was
necessary to consider the probability density
function P[E{P,, #,)] defined roughly as the
probability of the occurrence of a particular
realization of the field.

There are a number of problems that require
consideration of higher-order moments. These
moments are necessary in intensity interferom-
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etry, the study of laser radiation and the study
of the radiation from turbulent gases. The mea-
surement of the contracted fourth-order
moment

Rie(Py, Py, 0) = {Es(Py, I2IER(P;, DIZ)  (8)

(called intensity interferometry) has received
considerable attention since it entailed consid-
eration of the quantum aspects of the electro-
magnetic field. This moment may be thought of
as the correlation of instantaneous intensities

Ii(P, 1) = |Ei(Py, )12

at two points and was originally studied as an
alternate method to the measurement of
I(Py, P2, 0) for determining the angular diameter
of visible and radio stars®5 In measuring
I'(P;, P,, 0), we may use the Young's interfer-
ence experiment described above; the quantum
nature of the field rarely explicitly enters since
averaging times are usually long enough to per-
mit a classical analysis. To measure R;x, how-
ever, we need fo correlate the two signals
Ii(Py, t) and Ix{P;, ¢} which are recorded using
photomultipliers or coincidence counters. Since
the relationship between the impinging electric
field and the ejected photoelectron is a statisti-
cal one, classical considerations did not suffice
for a deep understanding of the problem or for
consideration of the very important signal-to-
noise problems resulting from inadequate aver-
aging times.

A quantum field formalism for coherence
theory has been studied by a number of authors.
References 6 and 14 sumnmarize and reference
most of the basic work. Optical correlation phe-
nomena have been studied extensively and par-
ticular consideration has been given to the fun-
damental differences between laser light and
thermal light. Laser models have been devel-
oped using coherence concepts, In addition it is
possible to study the basic interaction between
light and matter from a coherence point of view.
For example, the Kramers-Heisenberg disper-
sion formula may be generalized to include the
effects of partially coherent incident electro-
magnetic fields, and spontaneous radiation may
be studied when the initial atomic states are
correlated.

Applications (Measurement of the Angular
Diameter of Stars) Coherence theory is of
great use in the treatment of imaging and map-
ping problems. It is especially convenient for
treating problems involving the effects of the
turbulent atmosphere on resolution and acoustic
scattering in the ocean.2:1%:11 Radiometry has
also been studied using coherence theory.!?:13
To present the reader with a definite example
of the use of the coherence theory formakism,
we will conclude this brief discussion with an
outline of the measurement of the angular di-
ameter of visible stars,

Let us suppose that the source in Fig. | is a
visible star so that {, is many light-years. There
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is no telescope big enough to resolve any star,
and to make direct measurements of the angular
diameter of a star, Michelson introduced the
use of interference experiments to essentially
give one a bigger effective aperture.

For purposes of visible star measurement we
can replace the star of diameter D by a circular
disk of diameter D lying in a plane parallel to
A. The radiation leaving the star is assumed to
be incoherent so that for all points on the disk
we may take I'(Py, Py, 0) = ¢6(P, - P;). Using
Eq. (4) this allows us to solve for I'(P;, P,, 0)
on the earth (screen A) if we filter the starlight
to insure the validity of the quasi-monochro-
matic approximation. We find

kdD}2
Ji -—"-—I
I'(P,, P;, 0) = const. 1

kdD}2

’1

(10)

where k is the average wave number of the light
and Jy is a first-order Bessel function.

If we define the angular diameter of the star
as & = Dfl,, we see that J, equals zero when
g = 1.22M/d, where A = 2afk. When J, equals
zero, there are no fringes on the screen B.
Hence to find the angular diameter of the star,
we need only increase d from zero, when there
will be high contrast fringes, to the separation d
when there are no fringes. Putting this latter
value into our expression for @ gives us the
angular diameter of the star. The effects of
turbulence may be taken into account in this
problem if Eq. (4) is generalized to include a
variable index of refraction.

Basic References For 2 fundamental treat-
ment of coherence theory we refer the reader
to the following basic texts: Born and Wolf,?
O’Neill,® Beran and Parrent,! Klauder and Su-
darsham,® Frangon!® Marathay.!®

MARK J. BERAN
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COLLISIONS OF PARTICLES

Introduction Scattering experiments provide
the principal technigque by which physicists at-
tempt to understand the structure and interac-
tions of matter on a microscopic scale. Scatter-
ing theory provides the basis of analyzing and
interpreting scattering experiments. Other ap-
plications are the scattering of acoustic waves
by sonar systems and electromagnetic waves
by radar systems. Detailed descriptions of scat-
tering theory are available in several refer-
ences.l+2:3:4

A description of the development of scatter-
ing theory may be divided into several topics.
The oldest and simplest branch of scattering
theory is that of potential scattering, or scatier-
ing of two particles which interact through a
lacal potential.! Potential scattering was studied
extensively in the first two decades following
the development of quantum mechanics in the
analysis of elastic scattering of particles by
atoms and of nucleon-nucleon scattering. The
latter topic, in particular, led to the introduc-
tion of an elaborate theory of scattering by
noncentral interactions.’ The development of
nuclear physics, with the observation of reso-
nance reactions, indicated the need for more
general descriptions of scattering. The result-
ing theory of resonance reactions® 7 has leaned
only rather lightly on the details of the Schdd-
inger equation, Quantum field theory was de-
veloged to describe electromagnetic phenom-
ena.® Of major importance in the development
of scattering theory was the introduction of re-
normalization techniques into FIELD THEORY.®

It might be claimed that modern scattering
theory began with the integral equation formu-
lation of Lippmann and Schwinger!? and the in-
troduction of S-matrix theory by Heisenberg!!
and others.}? This work has stimulated much of
the development of theoretical physics in the
last two decades. Of particular significance are
the clarification of the study of rearrangement
collisions and the development of the so-called
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dispersicn techniques and current S-matrix
formalism.

The Scattering Cross Section The properties
of scattering interactions are usually expressed
most conveniently in terms of the seatrering
cross section. To define this term, we consider
the following scattering experiment: A beam of
particles (called beam particles) is directed on a
scatterer consisting of target particles. As a re-
sult of collisions between beam and target par-
ticles, there are particles which emerge from
the reactions (called reqction products) and
these are detected in particle detectors. To de-
scribe this quantitatively, we suppose that the
scatterer confains Ny target particles and that
this is uniformly illuminated by a flux Fg (ex-
pressed as the number of beatn particles per
unit area per unit time arriving at the target) of
beam particles, We suppose also that the scat-
terer is sufficiently small that the beam is negli-
gibly attenuated in passing through it, Then, if
there are 8N, scattering interactions per unit
time which lead to detected particles, we define
the scattering cross section 8¢ as

&Ns

So= NoFa

(D

In the limit that the detectors subtend very
small solid angles, as seen from the target, we
define the differential scattering cross section
do. When a single detector subtending a solid
angle 8§ is used to define S0, we may define
the cross section per unit selid angle as

do _ . 80
dSt " 510 552

The total scattering cross section ¢ is obtained
by summing 8o over all scattering events:

0=2 80 (3)

(Eq. (3) does not exist {or scatfering by a cou-
lombh force).

The scattering cross section may be expressed
in terms of the sguare of the magnitude of a
scattering amplitude (or $-matrix, or § = matrix
element) and is completely described as a func-
tion of the momenta and internal states of the
particles in the initial and final states, Thus, for
the two particles prior to collision!?® we may
take the momenta p; and p, and the internal
state quantum numbers s; and s; as variables,
{For example, §; and 5, may describe spin orien-
tation, isotopic spin, etc. For colliding molecules
these variables will describe vibrational, rota-
tional and electronic states), We may suppose
there to be y particles in the final state follow-
ing the collision and specify this state by the
momenta and internal variables ky .. . ky, 8, . ..

The scattering cross section may be ex-
preSSed in terms of these variables. Because of
symmetries, the number of variables required

2}
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to describe 50 may ordinarily be reduced. The
most commonly encountered of these sym-
metries are: (1) energy and momentum conser-
vation; (2) rotational invariance; (3} the Lo-
Eo_entz invariance of the scattering cross section

a.

Energy and momentum conservation imply
that 8¢ contains the Lorentz invariant factor

8(P'-PYo(E' - E),

where P and £ are the respective initial total
momentum and energy and the primed vari-
ables refer to the final state. The quantities
&N; and Nt in Eq. (1) represent integer num-
bers of particles and are thus Lorentz invari-
ants. The beam flux Fp is also invardant under
Lorentz transformations along the beam axis
parallel to p,. For such transformations 8o is
therefore invariant. It is, in fact, customary to
define ¢ to be invariant under an arbitrary
Lorentz transformation. This will be the case
if Fg in (1) is replaced by Fi, the value of ¥g
in the laboratory frame of reference (for which
p; =0}

The particle detectors for which Eq. {1} is
defined will ordinarily record events for a re-
stricted domain of the final! spins and mo-
menta §' From this and its Lorentz in-
vatiance we mﬁ:r that 8¢ is of the form

So= z
AN

Bk, d%

—£ (P - P)S(E' - EM.
€r1

(4)

Here €k, is the energy of a particle with mo-
mentum k; and integration is over the domain
of detection. Since d3kfe, etc. are Lorentz
invariant, we see that 7 must be a Lorentz in-
variant functlon of the momenta and spin
variables.

We have noted that in the laborarory frame
of reference the target particles are initially at
rest, so py =0, In the center-of-mass, or bary-
centric, frame of reference the total momentum
is zero, s0 Py = —Py.

Potential Scattering We briefly illustrate the
discussion of the preceding section with the
example of nonrelativistic scattering by a local
central potential F{r), The SCHRODINGER EQUA-
TION for scattering in the barycentric coordi-
nate system is?*

[Vr2 +42 - v () =0 (5)
Here #K is the momentum of particle “1” in
the barycentric system and v(r) = (2M /A2 V(r),
with My the reduced mass of the two particles.
In the limit of large separation r between the
particles the wavefunction ¢, + has the asymp-
totic form [our notation is such that we repre-

sent a unit vector in the direction of K by K3
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Yit(r) > (2m)~32 [emu%mf(f-’r‘)] (6)

Here f{K r} is the scattering amplitude for
scattering particle 1" from the direction x
into the direction r. The corresponding cross
section per unit solid angle is

j—; = |f(€- -T2 e

The wave function l,b + may be expanded into
partial waves as follows:

+ =°° (2I+1) -A-: '61 .
Yit(r) E - PR - T)itet®] w1}

(8}

Here P; is the Legendre polynomial of order [,
&1 is the scattering phase shift [see Eq. (10) be-
low], and wi(k; r) satisfies the differential equa-

tion
2
d +i2 -
dr?

This is to be integrated subject to the condition
that wyis regular at r = 0. For large r, wi has the
asymptotic form

wik;r) = ‘/Esin (xr - —fg+6;) (19)

It is Eq. (10) which permits the determination
of the phase shift ;. The quantity

%l - u{r)] w; =0 (9)

SHK) = exp [2i8:1(x)]

is an eigenvalue of Heisenberg's $-matrix.!!

For scatiering by noncentral forces, the po-
tential ¥(r, §;, §;) is a function of r (and some-
times the orbital angular momentum operator)
and the spin operators §; and §, of the two
colliding particles {if either has no spin, we con-
sider its spin operator to be zero), Spin ¢igen-
functions u(vy, ;) may be introduced as de-
pending on the orientations v, and v;). Then
the wave function Yk v vy is to be labeled with

the initial spin orientations v; and v¥;. The as-
ymptotic form corresponding to Eq. (6) is

1)

Y, 0t = (2m)7 2 |eiktu(y,, vy)

emr Z (', vy | SR, D) oy, vadu(vy, vy )]

vy,

(12)

Here (v, vy'| f(X, ?}Ivlv;) is the scattering am-
p}.itude for scattering to a final spin orientation
vy, vy, The cross section per unit solid angle is
in this case

¢%= Koy, o) [l FR, D lvy, 0022 (13)
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For an unpolarized initial state, corresponding
to a uniform mixture of the (25; + 1){(28; + 1)
spin states, the cross sectlon for scattering par-
ticle “1™ mto the direction T with any spin ori-
entation is
da _ 1

(28, + 1) (285, +1)

X E Z I(Vl L V2 iflyl, vz)'z (14)

L Vi

s~

where the sums extend over all spin orientations.

Following scattering by noncentral forces, the
particles will in general have preferred spin
orientations, or be polarized, When, for exam-
ple, particle “1” has spin one-half with a spin
operator g,, we define its polarization vector
P{v,, ¥2) by the equation

Py, vy} = { 2

.
vy,

[ep), v L flvy, o]

X ("o lvywy, vy i vy, Vz)}

X { >
vy’

-1
|(V]r, 92,|f|vl,p'z)|2}

(15)

For an unpolarized initial state, the polarization
is

l_)=.

|
(25, + )28, + 1)52 P, ;) (16)

The study of polarization following scattering
has provided an important tool for analyzing
nuclear and elementary particle reaction 1516
In particular, the role of nongentral interac-
tions in nucleon-nucleon scattering has been
studied in great detail,l”?

Formal Scattering Theory To describe a gen-
eral scattering reaction Lippmann and Sch-
winger!918 jntroduced a scattering matrix Jpa
to describe scattering from an initial state ¥, to
a final state x.18

Tva = (b, Vipa*) {17

where kg+ is the steady-state wave function for
the event and ¥ is the scattering interaction.
Since momentum is conserved for an isolated
scattering, we may write
Toa = 6(Pp -~ Pa)Tba (18)
where P, and Py are the total momenta of the
particles in the initial and final states, respec-
tively, and Tha is defined only for states b and
a corresponding to Py = Pa.
The scattering cross section 60 [Eq. (1}] is
expressed in terms of Tha as
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4
bg = (2m)° Z 8(Pb — Pa)}8)(Eb - Ea}lTpal?
b

Drel

{19}

Here wpe) is the relative velocity of beam and
target particles, £p and Ea are the respective
total energies of the particles in states b and a,
and the sum on b extends over those states
which lead to the reaction products striking the
detectors and thus to register an event. We em-
phasize that Eq. (19) is Lorentz invariant and
conforms to the general structure of Eq. (4).

The Heisenberg S-matrix!! s given by the
expression

Sba = 8ba~ 27i8(Ey — E3) Tba (20)

where §pa is a Dirac §-function. The S-matrix
is unitary, so

Z SchSba = bea (21)
b

On substituting Eq. (20) into this, we obtain
the equivalent expression of unitarity

i[ Jea- jcaﬂ =2 Z j-cha(Eh‘ Ed) T ba
b

(22)

which is defined only for states ¢ and a on the
same energy shell (corresponding to Ee = Ea).

The fundamental problem of scattering theory
is to determine the J-matrix on the energy shell
(or, equivalently, the S-matrix), The first step
in doing this is to make use of general symmetry
principles (such as Lorentz invariance} to limit
the functional forms allowed. Following this a
dynamical principle is needed. Such dynamical
principles (reviewed in Chapters 5 and 10 of
Ref. 2} have been proposed in a great variety
of forms including integral equations, varia-
tional principles and conditions of functional
analyticity.

Scattering from Composite Systems Scatter-
ing from systems composed of two or more
particles is generally very complex. This is in
part due to the occurrence of sequential inter-
actions, in part due to the dynamics of the
scattering system, and in part due to the possi-
bility of rearrangement phenomena.

Description of sequential interactions can be
given in terms of the multiple scattering and op-
tical model eguations.1?

Rearrangement collisions (i.e., collisions in
which bound particles rearrange themselves)
have been studied exiensively following the de-
velopment of formal scattering theory. Much of
the early work?® was stimulated by the observ-
ance of apparent paradoxes. Later work has
tended to be directed toward specific applica-
tions, The formulation of Fesbach, for exam-
ple, has led to z variety of applications in

{OLLISIONS OF PARTICLES

nuclear and atomic physics.?! The eikonal ap-
proximation has been used in the description of
rearrangement collisions of slow ions, atoms,
and melecules.??

The careful description of three-body scatter-
ing given by Fadeev?? has led to active study
of this and related phenomena ?*

Variational principles have also been devel-
oped for application to several body collisions. 2%

Field Theory Quantum field theory was orig-
inally developed to describe electromagnetic
phenomena. It was applied in a promising con-
text during the 1930s to B-decay and to the
meson theory of nuclear forces. The great opti-
mism following the development of renormali-
zation theory? faded for want of adequate
mathematical techniques for handling strong in-
teractions. Semiphenomenclogical calculations
of Chew and others?® gave useful insight into
the strong interaction phenomena., Heisenberg
suggested in 19461 that a proper quantum the-
ory of scattering would deal with only observ-
able quantities such as the S-matrix and should
not require off-the-energy-shell matrix elements
of such quantities as 5 [Eq. (18)]. Considerable
impetus for this point of view has been given by
the development of dispersion theory, follow-
ing early suggestions of Wigner and others.2” The
first attempt at a systematic formulation of a
dispersion relation within the context of quan-
tum field theory was made by Gell-Mann, Gold-
berger, and Thirring.2® Further development
followed applications of formal scattering the-
ory to guantum field theory.?® The develop-
ment of the Mandelstam representation3® pro-
vided an important step toward obtaining a
“dynamical principle.” A further important
step was the proposal by Chew and Frautschi®!
and Blankenbecler and Goldberger,?? who sug-
gested that the only sinularities of the S-matrix
are those required by the unitarity condition
[Eg. {22)}] and that families of particles should
be associated with Repge Trajectories.??

Considerable impetus was given to the appli-
cation of quantum field theories by the devel-
opment of gauge theories of weak interactions,
following a2 model of Yang and Mills.?#3% Quan-
tum chromodynamics, an SIA3)} gauge theory,
has provided insight into the “‘strong” particle
interaction scattering phenomena, ¢

KENNETH M. WATSON
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COLLOIDS, THERMODYNAMICS OF

All colloids can be physically described by ag-
glomerates of microparacrystals (mpc’s). Their
size depends on the paracrystalline lattice dis-
tortions (see MICROPARACRYSTALS and MI-
CROPARACRYSTALS, EQUILIBRIUM STATE OF).
Within each microparacrystal the distortion
energy U at the boundaries reaches such high
values that the netplanes are destroyed because
the angles of the valence bonds are overstrained,
Figure | shows schematically an atom and its
valence bond in unstrained position; hence
r =0 has a minimum potential AU. AU increases
with the square of the deviation r from the un-
distorted position. Averaging over all atoms one
obtains for AU/ a value proportional to r2, In
the case of microparacrystals this value is pro-
portional to the number n of netplanes (see
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.

U=AZ?=
|
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FIG. 1. Atom with one of jts valence bonds to a
neighboring atom and its potential I’ which depends
on the value » by straining the valence angle.

MICROPARACRYSTALS, EQUILIBRIUM STATE
N{2
OF), hence AU = ZArf =24N? f nhd =

AON“ng where A, =g?d? is the distance
variance between adjacent netplanes: AU ~
Aog®N. The free energy AG of a cubic micro-
paracrystal now contains, in addition fo the
well known terms of the surface free energy ¢
and the volume enthalpy AG, (which are pro-
portional to N? and N3 respectwely) a third

A6 _
81  srdtisey 150
6
'..0"' ” .m
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FIG. 2. Free enthalpy of solid microparacrystals
(0 < g < 7.5%), crystals (g = 0%), and liquid micro-
paracrystals {g ~ 7.5%). For details see text.
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term propoertion to N4

Nig
A a3
o-#(M2 s
Here ¢ is the mean netplane distance. Forg =0
the well known dependence of AG on N is
plotted as the dashed line in Fig, 2. When g =
4,2%, the size of the critical nuclej increases by
10% and at & = 13 there is a stoppage of growth
(solid line in Fig. 2}. In the limiting case, g =
7.5% (dotted line in Fig. 2), the critical nuclei
have the same sizes as the mean number N of
the equilibrium state, Now one¢ is concerned
with microparacrystals in a melt. The thermo-
dynamics of solid colloids can be understood
as having g-values smaller than those of the
limiting case.!

IN3AG, + 1N%4,g )
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Definitions

1. Color {n} The noun celor is used in dif-
ferent ways by different people to convey some-
thing about what we see when we look at an
object. It has been used to describe differences
among spectral power distributions of objects,
differences among chemical constitutions of
colorants, and conditions for color measure-
ment by colorimetry, in addition to the per-
ceived appearances of objects or media. There
is, then, no single, universal, definition of color.
The Commission Internationale de 1'Eclairage
{CIE) recommends two definitions: perceived
color and psychophysical color. CIE perceived
color is “an aspect of visual perception by which
an observer may distinguish differences between
two fields of view of the same size, shape, and
structure, such as may be caused by differences
in the spectral composition of the radiation
concerned in the observation.” CIE psycho-
physical color is said to be “a characteristic of
a visible radiation by which an observer may
distinguish differences between two fields of
view of the same size, shape, and structure,
such as may be caused by differences in the
spectral composition of the radiation concerned
in the observation.”

2. Color Perception An attribute of vision
consisting of chromatic and achromatic com-
ponents. Chromatic components of color per-
ceptions allow organisms to distinguish among
hues, such as those called red, green, yellow,
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blue, ete., and to distinguish among their setu-
rations or degrees of chromatic content. Achro-
matic components of color perceptions refer to
intensive aspects of the perceptionssuch as those
commonly designated by the words white, gray,
black, bright, dim, light, or dark.

3. Color Stimulus The agent by which an
organism is stimulated to see color; color stimuli
commonly consist of radiant energy called light.
In general, then, color stimuli consist of visible
radiation entering the eve and producing the
sensation of color, either chromatic or achro-
matic,

4, Color Measurement The practice or meth-
odology of attempting to measure the relation-
ships between color stimulation and color per-
ception; one form of psychophysics, the science
of determining correspondences between stimuli
and responses. A special case of color measure-
ment is called colorimetry, which deals mainly
with the specification of stimuli that match in
color appearance,

Perception of Color All color perceptions
have at least three attributes: hue, saturation or
chromatic content, and brightness. When a color
stimulus is perceived as part of an array of other
stimuli, it may also have other attributes derived
from the perceived relationships of its basic
attributes to those of the other stimuli in the
field of view. These are called relative hue,
relative chromatic content (or saturation), and
relative brightness (or lightness). These and
other derivative attributes of color perceptions
are conscious awarenesses that arise in the brain
as a result of stimulation of the organism and
signal processing carried out within the organ-
isin’s nervous system.

The mechanism of human color vision consists
of an optical system for collecting and forming
images of light, neural networks that detect and
respond to light and that transmit encoded sig-
nals, and neural cells in the brain that elaborate
and interpret the signals. The visual mechanism
then includes the eve, the neural pathways, and
the brain,

The lens of the eye forms an image of light on
the reting at the rear of the eyeball, The retina
contains six kinds of cells called neurons. One
class of neurons consists of photodetectors,
which are capable of responding to light or
changes in light. They are called receptors.
There are about 102 rod receptors and 8 X 10
cone receptors, so named because of their re-
spective shapes. Each receptor contains one of
four kinds of photolabile pigments, the stereo-
chemical forms of which can be altered by ab-
sorpticn of photens (light quanta). The distri-
bution of rods and cones varies over the retina;
there are many more cones than rods near the
visual axis. Rods are useful for night vision but
de not contribute significantly to color vision
or acuity. There are three classes of cones, dis-
tinguished by their different spectral sensitivities
te light, One class of cones (p) is most sensitive
to long wavelengths of light, with a maximum
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FIG. 1. Estimated g, v, 8 cone receptor systems sen-
sitivities (upper dashed curves) and sensitivities of
achromatic {(w-&%) and chromatic (r-g and y-5) neural
pracesses {solid curves), both as functions of wave-
length,

sensitivity in the region of 560 nm. A second
class of cones (y) is most sensitive to middle
wavelengths of light and has a peak sensitivity
around 530 nm. The third class of cones () is
most sensitive to light of short wavelengths near
420 nm. Estimations of the distributions of
spectral sensitivities of p, 7, and § cones are
illustrated by dashed curves in Fig. 1.

Discrimination among color stimuli of differ-
ent spectral powers occurs as a result of the dif-
ferent spectral sensitivities of the cones. How-
ever, regardless of differences in spectral power,
when two color stimuli excite the cones equally,
the stimuli cannot be distinguished as different;
that is, when the rate of photon absorption is
the same for each stimulus, the stimuli appear
identical. This principle of univeriance is the
basis for metameric color matching, where two
spectrally different stimuli can be made to match
in color by properly adjusting their relative
radiances.

The remaining neurons of the retina combine,
elaborate, and encode electrophysiological sig-
nals set up in response to absorption of photons
by the receptors. Many receptors may be inter-
connected, and their signals converge on higher
order {i.e., more proximal) neurons. The axons
of the most proximal neurons of the retina
(ganglion cells) form the optic nerve, a sheath
of about 10% fibers that transmit signals to the
lateral geniculate nucleus of the thalamus (the
next highest level of the visnal mechanism). The
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encoded signals that leave the eye through the
optic nerve are of two kinds: spectrally oppo-
nent and spectrally nonopponent (most are also
spatially opponent). Spectrally opponent cells
signal to different extents and with different
polarities as a function of wavelength of stimu-
lation, whereas spectrally nonopponent cells
signal to different extents with the same polarity
as a function of wavelength. The spectrally non-
opponent signals (4} are thought to be the result
of additive combinations of signals from p and
v cone networks, The spectrally opponent sig-
nals (C'; and C;) are thought to consist of dif-
ferences among classes of cone signals. The
neural signals are conventionally represented
mathematically as:

A=anptany (1}
Cy=aup-any (2)
Cy =aynptany-anf (3

although there are a number of variations on
these expressions,

A represents a neural signal analogous to
achromatic perceptions: white to black or bright
to dim (sometimes symbolized w-bk}. C; repre-
sents a neural signal corresponding to redness
(for positive values) or greenness (negative
values); it is therefore sometimes symbolized
r-g. 'y represents a neural signal corresponding
to yellowness (positive values) or blueness
{negative values); it is therefore sometimes
symbolized y-b. When C; =C, =0, oniy 4
remains for any suprathreshold stimulus and
50 it is seen as achromatic (white, gray, black,
etc.). The spectral distributions of sensitivities
for the 4, C;, and C; neural mechanisms
depend upon those of p, 7, and § and upon the
interconnections in signal processing; there are
also differences between threshold and supra-
threshold processing conditions. Estimated
spectral sensitivities of the neural functions are
shown as the solid curves in Fig. 1. The viewing
or adaptation condition represented by that
figure is a physiological neutral state such as
that associated with dark adaptation or, for the
dashed extension of the r-g curve, suprathresh-
old daylight adaptation.

Figure ! corresponds to observers with normal
color vision. Deviations from normal color vision
are thought to arise when one or more of the
cone classes is missing or reduced in effective-
ness and when neural processing differs from
that subsumed for people with normal color
vision. These deviations are of three Kkinds:
anomalous trichromatic vision, dichromatic
vision, and monochromatic vision. Their names
derive from the minimum number of color
stimuli required by an cbserver to match colors
satisfactorily. A person with normal trichromatic
vision can match the hues of all stimuli with
additive combinations of three appropriately
selected lights, Those with anomalous trichre-
matic vision also require three lights but make
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different matches from those of normal ob-
servers., Dichromatic observers require only two
lights, and monochromatic observers are satis-
fied with a single light.

The wavelengths at which the opponent re-
sponse functions of Fig. | are zero identify the
spectral stimuli that elicit unitary hues for nor-
mal observers under the viewing conditions
represented in the graph., The suprathreshold
r-g curve is zero at about 475 nm. That leaves
only the & signal at that wavelength, so it cor-
responds to the spectral stimulus that elicits a
blue color response with no trace of any other
hue (for the viewing condition in question).
The y-b curve crosses the zero line at about
505 nm, leaving only g, so that would be the
wavelength for a unitary green blue, The r-g
curve again becomes zero at about 580 nm,
50 that wavelength corresponds to a unitary
yellow hue. Unitary red hue can be produced
only by a combination of short- and long-wave-
length stimuli for the viewing conditions illus-
trated. The hues corresponding to all other
stimuli contain proportions of two hues, These
other perceptions are therefore known as bingry
hues, All hues are either unitary or binary. That
is, they may appear red or green (but not both
at the same time), yellow or blue (but not both
at the same time), yellow-red, vellow-green,
blue-red, or blue-green, and in various degrees
of lightness or darkness. Even the color normally
called brown can be described as a dark vellow-
red coler, Table | lists several relationships be-
tween attributes of perceived colors and condi-
tions of the 4, C;, and C, neural signals of
Egs. (1)-(3). _

Additional elaboration and analysis of neural
signals takes place in the thalamus and occipital
cortex of the brain, but the general form of
color-coded signals seems to be the same as
those leaving the retina, Thess signals are orga-
nized into receptive fields representing the com-
bined responses of many receptors and inter-
neurcons, In this way, stimulation in one area of
the retina influences signal responses in adjoin-
ing and nearby areas. These interactions give
rise to contrast and induction effects. When,
for example, a gray paper is viewed against a
white background, it appears darker than when
it is seen on a dark background. The higher level
of activity elicited by the white background
inhibits response to the gray paper, making it
appear darker, Chromatic induction or contrast
may also occur to alter perceived hues and satu-
rations. These kinds of interactions make it
difficult or impossible to predict color appear-
ances from measurements or specifications of
only single focal stimuli; all stimuli in the field
of view must be considered and their interac-
fions must be taken into account,

The quantitative nature of these interactions
is not well known. Signal processing is both
complex and nonlinear in its effect. For ex-
ample, although the visual mechanism can
respond over a range of luminances (spectrally
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TABLE 1.
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EXAMPLE OF THE WAY IN WHICH

ATTRIBUTES OF COLOR PERCEPTION COULD BE
RELATED TO NEURAL SIGNALS OF THE
VISUAL MECHANISM.

Let:*
A=app+apr =w-bk
C1=anp-any =rg
Cy =azp+aypy-anf=y-b
Attribute of
Colog Perception Symbol Condition
Achromaticness A C1=C3=0, 4A>0
Chromaticness K {C1+C) >0
Saturation (relative Cy +Cy
chromaticness) S g — 51
Ci+C3+4
Brightness B C1+Ca+A>0
Lightness (relative Cy+Cy+A
brightness} L 0 ————— =1
(Cl + C2 + A)w
Constant hue H; C,/Cy = constant
Unitary hues H, C1 >0, C2=0
H ' C; <0, C;=0
Hy €1 =0, C2>0
H b C 1~ O, C; <0

*Where + stands for some unspecified form of combination
and w refers to a white reference.

weighted radiances) of about 1012 neural signals
are greatly compressed and nonlinearly related
to input powers (a range of about 102 in the
receptors and 10' in other neurons}. This com-
pression requires that to be effective, the visual
mechanism must adjust or adapt the sensitivities
of its component processes to suit the level and
quality of stimulation provided it. The process
of adaptation permits us to see a “white” paper
as white by moonlight or bright sunlight and by
yellowish incandescent lamp or blue sky illumi-
nation,

Color Stimuli Color stimuli have extents
(spatial and temporal), intensities, and qualities.
Spatial extent (size and location) can be speci-
fied by length and its derivative measures or by
angular subtense and location in the visual field.
Temporal extent can be specified by time and
its derivative measures. Intensity and quality
are specified by spectral power or radiance
concentration.

Normal color stimuli can be sources of direct
radiation (lights) or of indirect radiation (e.g.,
reflecting or transmitting objects). Light can be

produced by valence-shell electronic excitations
from higher levels back to the ground state. In
heated solids, the emission spectra of lights are
characteristic of the temperature of the material.
In gases, the emission spectra are characteristic
of the molecular or atomic structure of the
material. In either case, the stimulus function
W (A} represents the radiance of the light source:
T (R =L,.(A).

Light can also cause low-energy valence-shell
electronic excitations in atoms. Spectral selec-
tivity is produced when molecules selectively
absorb certain frequencies of light because
of these electronic transitions between quantum
electronic states, Both organic and inorganic
compounds absorb light frequencies by transi-
tion of the molecule from the ground state to
an excited state, but the physical phenomena
that cause the transition may differin two cases,
In either instance, absorption of a particular
frequency of light by excitation of electrons
whose energy difference corresponds to that
frequency removes light of that wavelength
from the spectrum of irradiation, Selective alter-
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ation of light can also occur by other physical
phenomena such as polarization and Rayleigh
scattering and by fluoresence and photophores-
cence. The light which is not absorbed (scattered
or re-emitted) is reflected or transmitted. In
these cases, the color stimulus function is desig-
nated by the product of the irradiance function
and the reflectance function [¥{(A)=p(A)E(A)]
or the transmittance function [W{X}=7(A)"*
E(X)]. In the general case, the product of the
relative radiance of a medjum with the irradiance
of the light source defines the color stimulus
function [¥{A) =B {A)E{X)]. When Lo(R) is
expressed in W -m~2 -st™! ar E(A)in W-m™2,
then W (A) specifies both intensity and quality
of the color stimulus. When those values are
expressed relative to the corresponding value
for some standard of reference (e.g., the Lam-
bert reflector or a specified thickness of air)
then W{XA) specifies only the quality of the
spectral stimulus,

Color Measurement Color measurements may
be classed in three broad categories: color
matches, color differences, and color appear-
ances. In all three, an atempt is made to relate
W (X or its derivative expression to some invari-
ant criterion of color perception.

The criterion for color matching (upon which
colorimetry is based)} is the invariance of per-
ceptual identities, The amounts of three refer-
ence stimuli or primaries that are required to
produce the same color appearance as that of
some sample are specified as a color match by
color mixture. Because of the principle of uni-
variance combined with the fact that there are
but three kinds of cone receptors, a minimum of
three primaries can be used to match the colors
of all stimuli, provided that the primaries are
perceptually independent (i.e., none of them
can be matched in color by any mixture of the
other two). Certain conventions have been
adopted internationally to simplify the practice
of colorimetry and enhance communication.
The spatial extents of stimuli are restricted to
about 2° and 10° diameter in visual subtense
centered on the visual axis. Certain geometric
conditions are also specified for p{A}E(A) and
T(AE(A). In order to avoid dealing with the
nonlinear complexities of the visual mechanism,
only color matches (conditions of equal quan-
tum catches by the receptors) are addressed by
CIE conventions adopted in 1931, These color-
imetric conventions lead to specifications of the
conditions for color matches in terms of the
amounts of standard primaries required by a
standard observer; they do not specify color
perceptions or differences among them, Color
matches for stimuli subiending 1-2° diameter
have been found to hold over a range of lumi-
nances from about 1-2 ¢d ' m™% to around
1,000-2,000 c¢d-m 2 and over changes in
chromatic adaptation among daylight sources
or Planckian radiators whose spectral radiance
functions are not greatly different from that of
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average dayiight, Over these ranges, the nominal
process of color matching is finear (stimulus
radiances can be increased or decreased by any
positive factor and the match will continue)
and persistent (the match holds over changes in
sensitivity occasioned by variationsin chromatic
adaptation), Therefore, any set of color mixture
primaries that is a linear transform of some
appropriate set will serve as a standard. The CIE
has selected a set for the CIE 1931 Standard
Colorimetric Observer (for 2°) and a second set
for the CIE 1964 Supplementary Standard
Colorimetric Observer (for 10°) and has speci-
fied the amounts required of them for the
standard observer to match the colors of spec-
tral components of an equi-energy spectrum,
These amounts are symbolized as ¥(A), ¥ (A},
and Z(A) [or X15(X), ¥10(A), Z1g{X) for the CIE
1964 observer]. The color mixture coefficients
at each wavelength (X, ¥, Za) represent the
tristimulus values of the components of the
equi-energy spectrum and are illustrated in Fig.
2. When these color mixture coefficients are
used, the condition of color match for two
stimuli ¥; (X) and ¥, (A) can be specified as:

kf‘l!l(?\)f(?\)d?\=kf‘1f2(?\)f(7\)d?\
4)

kf\ll;(?\)?()x)d?\=kf‘¥;(?\)?(7\)d?t
(5)

kj\lll(h)?(?x)dh=kf\l!;(?t)3(?\)d?\

(8)
Iy
A
"
@
2
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£
2 10 % s Y
3
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»
=
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FIG. 2. CIE 1931 Standard Colorimeteric Observer's
color mixture functions.
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or similarly for the CIE 1964 observer [using
T10(A), F1a(A), Tp(M)}. The limits of integra-
tion are usually 380 nm to 780 nm. The inte-
grals of Eqs. (4)~(6) are called tristimulus values
and symbolized X, Y, and Z. The scale factor k
may have any convenient value but most often
is assigned one of two values: k = 680 lumens -
W= (which yields tristimulus values that are
consistent with luminance since F(A) = V(A),
the CIE 1924 luminous efficiency function)

-1
or k=100 [fE(h)?(h)dh:l {which vyields

tristimulus values consistent with luminance
factor).

If ¥, (A)=T,()) (the spectral distributions
of both stimuli are identical), then Egs. (4}-(6)
will be satisfied for all observers under all illu-
minants; such matches are sometimes said to
be isomeric, If Eqs. (4)-(6) are satisfied but
¥, (A) # ¥, (X)), then the match is a merameric
one that may not satisfy observers whose color
mixture functions differ from those of the CIE
standard observer, and the match may not hold
for the standard observer under a different
lluminant.

It is often convenient to plot the relative
amounts of tristimulus values, They are called
chromaticity coordinates and are derived from
the tristimulus values as follows:

X

. S 7

* X+Y+2Z 7
%

. S 8

Y x+v+z 8)
z

- — 9

T TS )

Since x +y +z =1, only two are needed for a
complete specification of chromaticity; x and y
are conventionally used. When the chromaticity
coordinates of the components of the equi-
energy spectrum are plotted in a diagram of ¥
versus x, and the chromaticity coordinates for
the extremes of wavelength integration are
joined together, the roughly “horseshoe’ area
of Fig. 3 results. The diagram is called a chro-
maticity diagram, and the area depicted con-
tains chromaticities corresponding to all color
stimuli,

When a normal trichromatic observer matches
the color of any one color stimulus many times,
a distribution of chromaticities results represent-
ing the variability of determination. Figure 4
illustrates bivariate normal ellipses representing
such variability for 25 different color stimuli;
the ellipses are plotted as approximately ¥ the
size of the threshold of perceptibility. The el-
lipses differ in size and orientation, If a thresh-
old color difference is assumed to be percep-
tually equal everywhere in color space, then the
chromaticity diagram of Fig. 4 must be judged
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FIG, 3. CIE 1931 chromaticity diagram with ¢o-
ordinates ¥ versus x. Locus of chromaticities corre-
sponding to spectral color stimuli is shown by the
curve, along which wavelengths are indicated, and the
locus of nonspectral mixtures of additive combina-
tions of spectral stimuli having wavelengths of 380 and
780 nm is shown by the line connecting the ends of
the spectrum locus.

FIG. 4. Bivariate normal ellipses representing 4 of
the threshold variability of celor matching for 25
color stimuli, [Based on data reported by MacAdam,
D. L., “Visual sensitivities to color differences in day-
light,” J, Opr. Soc. Am., 32, 247-274 (1942).]
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to be nonuniform. A uniform chromaticity dia-
gram would be one in which the distributions
of color matches are represented as circles of con-
stant diameter throughout the graph. Straight
lines in such a diagram would represent geo-
desies, lines depicting the relative sizes of per-
ceived color differences. The (constant} dis-
tances corresponding to threshold differences in
color might be taken to represent the additive
unit of such a color metric.

Many attempts have been made to derive such
a uniform chromaticity diggram or scale (UCS).
None have heen completely successful. In 1978,
the CIE provisionally recommended two trans-
formations of CIE 1931 tristimulus values as
approximations to a uniform color metric: CIF
1976 L*u*v* and CIE 1976 L*a*b* diagrams,
They are related to the tristimulus values X, ¥,
Z as follows:

L*=116(Y/Y,)? - 16 (10}
u*=13L*w' - «',) an
p*=13L*@ - u'w) (12)
where
W =@X)X+15Y+32)7
v =(OYI(X+15Y+32)7}
and
L* = 116(Y/Y, ) - 16 (13)
a* = 500 [(X/X,, )3 - (Y1y, P (14)
B* = 200[(Y/Y )Y? - Z/Z,,)M%]. (15)

The subscript w refers to a “white” achromatic
reference stimulus. The coordinates ¥, v form
a supplementary chromaticity diagram since
they can be defined for a plane of constant
luminance; the L*az*b* metric does not have
planes of constant luminance and, therefore,
has no associated chromaticity diagram. Color
differences {constrained to small or near-thresh-
old in size) are specified in the two color spaces
of Egs. (10)-(15) as the Euclidean distances:

AE,, = [(AL*)? + (Au*)? + (Av*)* |2
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and
AE,, = [(AL*)? + (Aa*)? + (Ab*)* Y2,
(17)

CIE has not yet recommended a method for
specifying large differences in color or magni-
tudes of color appearances. In practice, any of a
number of color order systems are used forsuch
specification, A color order system is a system-
atic structure, usually represented by material

COLOR

FIG. 5. Loci of constant Munsell hue {(approximately
radial lines} and chroma {approximately concentric
circles) in a CIE 1931 chromaticity diagram for
samples having luminance factors of 0,1977 (a Munsell
value of 5).

standards, that attempts to array color stimuli
according to some plan, The Oprical Society of
America uniform color order system arrays
color stimuli approximately according to geo-
desics of suprathreshold color differences. The
Swedish natural color system arrays color stim-
uli according to the magnitudes of their relative
hues, saturations, and lightnesses, The Munsell
notation arrays samples according to a combi-
nation of their hues, chromas (a form of rela-
tive chromatic content}, and values (a function
of lightness), and their differences in color.
Figure 5 illustrates the chromaticities of the
Munsell notation array for color stimuli having
tuminance factors of 0.1977, The approximately
radial curves represent constant hues, and the
approximately concentric circles correspond to
constant chromas. These relationships permit
specification of differences or magnitudes in
terms of CIE tristimulus values. However, all
current systems for specifying near-threshold
and suprathreshold color differences are inexact
to various degrees and, as with conventions for
specifying color matches, they should be con-
strained to certain conditions to be useful,

C.J. BARTLESON
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COLOR CENTERS

Color center is a generic term first coined to
characterize the entity responsible for the col-
ored appearance of alkali halide crystals after
exposure to x-rays. Today this term is broadly
used to describe the microscopic defects that
are responsible for the optical property changes
throughout the ultraviolet, visible, and infra-
red regions of the spectrum that occur in ir-
radiated or chemically treated materials. Al-
though impurities may associate with color
centers to produce optical absorption or
emission bands, color centers are generally
defined as vacancies, inferstitials, or clusters
of these types of defects, These defects can be
produced in transparent insulator-type crys-
tals. Recent studies have emphasized both
oxide and fluoride materials, but the great
wealth of experimental information and tradi-
tion still resides within the alkali halide crystal
series. For a number of years it was thought that
color center research would only yield proto-
type information for more complex materials
with application potential. In the last few years,
however, it has been acknowledged that color
center research is important in such diverse
applied projects as nuclear waste disposal and
funable infrared F-center lasers.

The F center is the best characterized color
center. This center is formed when a negative
ion is displaced from a lattice site into an inter-
stitial position in the lattice or to the surface
of the crystal. The displacement of this negative
ion results in a potential well formed by the
next neighbor positive ions that surround the
negative ion site, This potential well traps an
electron and forms the F center—a negative ion
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vacancy with a trapped electron for charge
compensation. Both the “particle-in-the-box™
and “hydrogenic” models can be used as crude
approximations to determine the energy levels
for the F center. The former model predicts
that the absorption energy of F centers is in-
versely proportional to the square of the lattice
constant {potential well size). This approxima-
tion is surprisingly accurate in predicting the
absorption energies of F centers in alkali halides
and is helpful for other materials such as MgO,
MgF,, and CaF,;., However, much more sophis-
ticated theoretical treatments are necessary to
understand the width of the absorption bands,
the temperature dependence of these bands
and the lifetimes of the transitions. Table 1
lists the energy for the maximum of the Fcenter
absorption in a number of materials.

Although the negative ion vacancy isa “good”
electron trap only about 80% of the electron
charge is centered within the vacancy. This
means that the electron spends most of its
time in the potential well interacting with next
neighbor positive ions, but for a significant
amount of time the electron interacts with
other neighbors as well. Since the motion of the
surrounding ions continually changes the di-
mensions of the potential well for the electron,
the F band absorption is very broad. Of course,
as the temperature of a sample is lowered and
the ion motion is decreased the width of the
absorption band is also decreased, At very low
temperature (less than -200°C) ion motion is
almost entirely the result of zero-point vibra-
tions and the width of the absorption remains
constant.

TABLE 1. CoLOR CENTER
ABSORPTION IN SELECTED
MATERIALS.

Wavelength of the
Maximum of the
Absorption Bands (mun)

at 300K
F FaMy  Fs(®)
LiF 250 447 310
380
NaF 340 499 450
KQl 560 822 680
740
Ki 660 1010 810
905
RbBr 680 957 805
860
MgF, 260 322 300
355
370
RbMgF; 290 387 300
340
KMgFy 270 446 396
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When an F center absorbs a photon of the ap-
propriate energy the electron is promoted to an
excited state. For device applications how this
electron returns to the ground state is most
important. For example, the electron canreturn
to the ground state by interacting with neigh-
boring ions to give up its excess energy as heat
to the crystal lattice, This is referred to as a
nonradiative transition and can be highly
temperature dependent. The electron can also
pass to the ground state through the emission
of a photon {luminescence). This emission is
aspecially important for phosphor applications
or for laser action. The emission band is broad
for the same reason that the absorption is broad.
Since in every instance some energy is shared
with the lattice neighbors while the electron is
in the excited state, thereis an energy difference
between the absorption and the emission. This
is known as the Srokes shift. The emission for
most alkali halide / centers occurs in the near
infrared where tunable lasers are sorely needed.
Such lasers have been constructed using F cen-
ters and impurity perturbed F-cluster centers.
Long-term stability at room temperature is
the most serious deficiency of these small
solid state lasers.

In some materials the excited state of the F
center is close to the conduction band in energy.
Thus, at higher temperatures it is possible under
light excitation for the excited state electron
to move into the conduction band. This results
in ionization of the F center, and photoconduc-
tivity is observed. The last method of deexcita-
tion of the excited electron which will be con-
sidered is energy transfer. It is possible when
other defects with similar energy levels are
nearby for energy to be transferred from one
defgct to another. This mechanism has been
most thoroughly studied for impurities, but
pertains to color centers as well when the con-
centration of such centers is high. Clearly, the
understanding of optical properties of materials
is necessary for the development of practical
applications. Because of the ease of growth
and preparation of alkali halide crystals and the
atomic simplicity of these materials, numerous
experimental and theoretical advances have
occurred through the study of color centers.
The great number of high technology tech-
niques which have been developed for detailed
investigation of color center phenomena are
now being applied to more complex materials
such as quartz,

Although the F center is the best known and
understood color center, 2 number of defects
have been cobserved and characterized. A partial
list of these defects is given below. Table 1|
lists the absorption energy for these defects in
several types of crystals:

1. The F center. In a monovalent anion ma-
terial such as KC1 or MgF, the F center consists
of an electron trapped at a negative ion vacancy
(charge compensation is essentially complete).
In the case of a divalent anion material such as
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MgO, the F center consists of two electrons
trapped at the negative ion vacancy (charge
compensation is again essentially complete),
When charge compensation is not complete,
e.g., one electron trapped at a divalent anion
site, the center is referred to as an F* center,
indicating a net positive charge at this site,
Fcenters may also be trapped by impurities.
When this occurs the notation F4q center is
utilized.

2. F-center aggregates. In many instances F
centers aggregate to form clusters. The simplest
such cluster is the Fy or M center, which con-
sists of two F centers in neighboring positions.
This center resembles a hydrogen molecule and
its optical properties have been approximated
using such a model. When the two negative ion
vacancies share only one electron the center is
referred to as an Fat center. This center can be
approximated as an H,* molecule. Because of
the stability and optical properties of these
centers, a number of infrared laser system using
them have been constructed. When three F
centers occupy next neighbor positions the
complex is given the notation F3 or R center.
As with the F; centers, because of the planar
nature of these defects noneguivalent dipoles
exist and more than one absorption band is
associated with these defects.

3. Hole traps. In addition to electron centers,
certain defects can trap holes and give rise to
optical absorption and emission. The two best
studied such centers are the X,~ or Fx center
and the so-called H center. The X3~ center is
formed in highly ionic crystals such as the
alkali halides and alkaline earth flourides. This
defect has not been detected generally in oxide
materials. The Vi center consists of a hole
trapped between two negative halide ions. It
may be pictured as a X4~ molecule that occupies
two normal halide sites in a crystal in which X~
denotes the negative ion halide. The H center
consists of a hole that is shared by four nega-
tive ion halide ions occupying three normal
halide ion lattice sites in a crystal. The A center
forms an interstitial defect. Since the halide is
interstitial, a negative-ion vacancy must exist
elsewhere in the crystal, i centers are stable only
at low temperature. As the temperature of a
material is increased, the A ceniers aggregate
to form interstitial clusters or dislocation
loops.

There are a number of ways to produce color
centers. The most generally used methods in-
volve irradiation with x-rays, electrons, protons,
or neutrons. the use of chemical heat treatment;
or the passage of a dc electrical current through
the sample while it is at a high temperature.
The latter two treatments generate mostly
F-type centers without introducing intersti-
tials. When crystals are irradiated both inter-
stitials and vacancies are formed. In highly
ionic materials photochemical production of
these defects occurs during irradiation. Vacancy-
interstitial pairs are produced with as little as
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20 eV energy expenditure. The production of
electron-hole pairs in the crystal is sufficient to
form X,~ centers which then degenerate into
F centers and H centers. In the photochemical
process one 1 MeV electron can produce as
many as 10,000 F centers. For those materials
in which X4~ centers are not easily formed,
such as oxide crystals, this type of damage
mechanism is negligible. Instead the impinging
radiation has the same effect as in metal crys-
tals. Interstitial-vacancy pairs are produced
when the impinging particle has sufficient
energy to displace an ion into an interstitial
position. In MgO the required energy is about
60 eV 50 that electrons with a minimum energy
of 330 KeV are required to produce ionic
damage. These materials are much more diffi-
cult to damage by irradiation than are the more
ionic halides. Typically about one stable F cen-
ter is produced for every ten 1-MeV electrons.

The thermal, electrical, mechanical, and
optical properties of most crystals are changed
considerably when color centers are present.
Only a few parts per million of interstitial type
color centers can change the hardness of a ma-
terial appreciably. Because of these changes, the
study of color centers in those materials with
potential for practical applications is particularly
important. Oxide materials such as MgO, Al; O3,
and quartz have been studied as have most
flouride systems. New work is progressing on
wide band gap semiconductors and even more
complicated mixed crystals.

W. A. SIBLEY
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COMPRESSIBILITY, GAS

(a8} The compressibility of a gas is defined as
the rate of volume decrease with increasing
pressure, per unit volume of the gas. The com-
pressibility depends not only on the state of the
gas, but also on the conditions under which the
compression is achieved. Thus, if the tempera-
ture is kept constant during compression, the
compressibility so defined is called the isother-
mal compressibility g7

p =_1_(3_E’) =l_(§£)
T v\er), p\ar/y

If the compression is carried out reversibly
without heat exchange with the surroundings,
the adiabatic compressibility at constant en-
tropy, Bg, is obtained:

(1)

1 /aV 1/{9
ﬁs =- —|>= = - (_.0 . (2]‘
The two compressibilities are related by
BsiBr = CyiCp. (3)

Here P is the pressure, V the volume, p the
density, T the temperature, S the entropy, and
Cy, Cp specific heats at constant volume and
pressure, respectively.

The compressibility factor of a gas is the ratio
PVIRT {cf. GAS LAwWS). This name is not well
chosen since the value of the compressibility
factor is no indication of the compressibility.

(b) The experimental behavior of the com-
pressibility as a function of pressure and tem-
perature is as follows: dilute gases obey the
laws of Boyle and Gay-Lussac, PV=RT, to a
good approximation. The compressibilities g
and g of a dilute gas are then given by

RPN (87(9)
p s p

Compressed gases, however, show large devi-
ations from the behavior predicted by Eq. {4).
This is demonstrated in Fig. 1, where the iso-
thermal compressibility of argon, divided by the
corresponding value for a perfect gas at the

(4)
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FIG. 1. The ratic B/Bperf. of the isothermal com-
pressibility of argon to that of a perfect gas at the
same densily, as a function of the density, at 091,
1.02, and 1.08 times the critical temperature. The
critical density is indicated by pe.

same density, Eq. (4), is pictured as a func-
tion of density for various temperatures. At
all temperatures the compressibility at high
densities falls to a small fraction of the value
for a perfect gas. As the critical temperature is
approached from above, a large maximum occurs
in i at densities near critical, The isothermal
compressibility diverges strongly at the critical
point (just like Cp, see Ref. 1d} and is infinite
everywhere in the two-phase region, where the
pressure does not rise on isothermal compres-
sion. The adiabatic compressibility, however,
diverges only weakly (like Cy, see Ref, 1d)
when the critical point is approached, and it is
finite in the two-phase region.

(¢) Simple notions taken from molecular
theory can be used to explain the general
features of the compressibility in its tempera-
ture and density dependence. The pressure of
the gas is caused by the impact of the molecules
cn the wall. If the volume is decreased at con-
stant temperature, the average molecular speed
and force of impact remain constant, but the
number of collisions per unit area increases and
thus the pressure rises. If the gasis compressed
adiabatically, the heat of compression cannot
flow off, thus the average molecular speed and
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force of impact increase as well, giving rise to
an extra increase of pressure. Therefore fg <
B7. The actual magnitude of the temperature
rise depends on the internal state of the mole-
cules; the more internal degrees of freedom
available, the more energy can be taken up
inside the molecule and the smaller the temper-
ature rise on adiabatic compression. 1f molecules
have many internal degrees of freedom, the
difference between $r and fg, just like the dif-
ference between Cp and Cyp, becomes small,

Molecular theory also shows that if the mole-
cules have negligible volume and do not interact
with each other, the gas follows the perfect gas
laws of Boyle and Gay-Lussac so that Eq. {4)
holds for the compressibilities ¢ and Sg. How-
ever, in real gases the molecular volume is not
negligible, Consequently, in states of high com-
pression little free space is left to the molecules
and thus the real gas and the liquid have low
compressibilities as compared to the perfect
gas (Fig. 1). On the other hand, the mutual
attraction molecules experience as they ap-
proach each other makes a real gas easier to
compress than a perfect gas. This explains the
initial rise of B7/fper. at temperatures not too
far above critical.

(d) Experimental values for the compressi-
bility could be gbtained in principle by measur-
ing the pressure increase on a small volume
decrement. In practice a measurable pressure
increase is obtaingd only in regions of low com-
pressibility, i.e., in the dense gas, Usually, com-
pressibjlities are determined in indirect ways.
Thus, the isothermal compressibility, being pro-
portional te (dV/aF)y, can be deduced from
experimental PVT data if these data are suf-
ficiently accurate and densely spaced. For ob-
taining the adiabatic compressibility from PVT
data, some additional information is needed,
for instance SPECIFIC HEAT data in the per-
fect gas limit. For reviews of experimental
methods for determining PVT relations and
clleri;ing thermodynamic properties see Refs.

a,b.

The adiabatic compressibility is readily ob-
tained from speed-of-sound data through the
relation
1

2 —_—
PBs

pr =

(5)

Eq. (5} is valid only when compressions and
expansions of the sound wave are truly revers-
ible and adiabatic, i.e., if the frequency is low
and the amplitude small. Experimental tech-
nigues for determining the speed of sound are
discussed in Ref. 1c.

The isothermal compressibility, through the
fluctuation theorem of statistical mechanics, is
related to the density fluctuations in the sys-
tem.?3 These density fluctuations are respon-
sible for the scattering of light. Thus, the iso-
thermal compressibility, in principle, could be



COMPRESSIBILITY, GAS

directly obtained from the intensity of scat-
tered light.23 In gases, sufficient intensity is
obtained only in regions of large density fluctu-
ations, i.e., near the critical point. Experimental
methods and results are discussed in Refs.
1d, 3.

{e) Theoretical predictions for the isothermal
compressibility are obtained from evaluation
of the statistical-mechanical partition function
or the radial distribution function. In either
case, a model for the intermolecular potentijal
is required. An approximate calculation of the
partition function valid at low densities leads to
the virial expansion;? this expansion expresses
PV{RT in a power series in density, the coef-
ficients being related to the interactions of two,
three, etc. particles; the compressibility then
follows straightforwardly,

The virial expansion is not useful for dense
gases, because convergence is slow and higher
virials are hard to calculate. For dense systems,
methods have been developed for evaluation of
the radial distribution function g(r), which is
the ratio of the average density of molecules at
a distance r from any given molecule to the
average density in the gas. The compressibility
is related to g(r) by the fluctuation theorem

kTBr=1p+| (g}~ 1] 4mridr  (6)

Integral equations for g(r), relating it to the
molecular potential, its derivatives, and higher-
order distribution functions, have been de-
veloped. They can be solved after approxima-
tions about the form of these higher-order
distribution functions are made. These sclutions
are hard to obtain for any but spherical inter-
actions, and invariably suffer {rom internal
inconsistency. For systems of hard spheres,
good solutions are available that have been
verified by comparison with results from com-
puter simulation.

The most promising route toward predicting
the equation of state of dense fluids of non-
spherical molecules has been the approximate
evaluation -of the partition function by the so-
called perturbation method. Here it is assumed
that the partition function is known for a refer-
ence system, which may be a system of hard
spheres. The departure of the real interaction
from that in the reference system is then treated
as a perturbation in a high-temperature expan-
sion of the partition function. Considerable
progress has been made in recent years with the
prediction of properties of systems of molecules
with nonspherical hard cores, “soft” repulsions,
dipolar and quadrupolar interactions, etc.
Validation of the resulis of the perturbation
method is increasingly performed by compari-
son with the results of simulation of molecular
systems on high-speed computers, Ref. 4
gives a complete survey of and references to the
more successful integral equation and perturba-
tion methods.
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Many semiempirical equations of state with
varying degrees of theoretical foundation have
been developed and can be used with Eq. (1)
to calculate the compressibility, Van der Waals’
equation, a two-parameter equation which gives
a qualitative picture of the PVT relation of a
gas and of the gasliquid transition, is an ex-
ample. For surveys of useful semiempirical
equations see Refs, 1b, 2 and 4.

J. M. H. LEVELT SENGERS
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COMPTON EFFECT

Introduction The Compton effect refers to the
collision of a photon and a free electron in
which the electron recoils and a photon of
longer wavelength is emitted as indicated in
Fig. 1. It is one of the most important processes
by which x-rays and y-rays interact with matter
and is also one which is accurately calculable
theoretically.

A discussion of the effect is found in most
textbooks on atomic physics. Particularly com-
plete presentations have been made by Evans.!»2

History Barkla and others {1908) made many
observations on the scattering of x-rays by dif-
ferent materials. The diffuse scattering was in-
terpreted qualitatively by J. J. Thomson in
terms of the interaction of electromagnetic
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waves with electrons which he had shown to be
a constituent of all atoms. As more experiments
were carried out with light elements, it was
established by J. A. Gray {1920) that the dif-
fusely scattered x-rays were less penetrating
This implied that the scattered radiation had a
longer wavelength than the incident radiation.
This could not be reconciled with Thomson’s
theory which represented x-rays as continuous
electromagnetic waves with wavelengths un-
changed by scattering.

The effect which now bears his name was
established quantitatively by Arthur Holly
Compton (1923) when he published careful
spectroscopic measurements of X-rays scattered
at various angles by light elements. He found
that x-rays scattered at larger angles had system-
atically larger wavelengths. In searching for an
explanation of the data, he discovered that the
observations were accounted for by considering
the scattering as a collision between a single
photon and a single electron in which energy
and momentum are conserved.

Theimportant place which the effect occupies
in the development of physics lies in his inter-
pretation of the effect in terms of the newly
emerging quantum theory. The essential duality
of waves and particles was demonstrated in an
especially clear way, since the collision con-
served energy and momentum while both the
incident and scattered x-rays revealed wave-like
properties by their scattering from a crystal. In
recognition for this contribution, Compton was
awarded the Nobel Prize in 1927.

A complete theory for the effect was worked
out in 1928 by Klein and Nishina using Dirac’s
relativistic theory of the electron. The calcula-
tion was one of the brilliant successes of the
Dirac theory. It represents quantitatively, within
the experimental uncertainties, all phenomena
associzted with the scattering of photons by
electrons for energies up to several billion elec-
tron volts. Because of the confidence with
which photon interaction with electrons can be
interpreted, the Compton effect has been im-
portant in the analysis of the energy and the
polarization of gamma rays from many sources.

Kinematics The relations between the ener-
gies and directions of the incident and scattered
photons and the recoil electron are determined
by the conservation of energy and of the com-
ponents of momentum parallel and at right
angles to the incident beam. In the usual case,
where the electron is initially at rest and the
energy and momentum of the incident photon
are Av and (hpfc), the equations are:

hw=m'+T n

hy W'

p ——c—cosﬂi-pcosqﬁ (2)
[

0=}-§-sin6-psin¢ 3)
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FIG. 1. Diagram showing the initial and final ener-
gies and momenta for Compton scattering.

where ¢ is the velocity of light, % is Planck’s
constant, and the angles are those indicated in
Fig. 1. The relativistic relation between the
kinetic energy T of the recoiling electron and
its momentum p is

pe = /T(T + 2me?) (4)

where m is the mass of the electron. These
equations can be combined to obtain relations
which are useful in the interpretation of data.
The Compton shift is

7\’-)\=£,-£=—{!-(l*cosﬂ)
Vv me

(5}

This relation was first found experimentally by
Compton, who noted that the shift in wave-
length (X" - A} depended on the angle, but not
on the wavelength, of the incident photon.oThe
quantity (A/mc), which is the shift at 90°, is
called the Compton wavelength of the electron
and is one of the useful constants (2.4262 X
107% cm),

)
h ] - nc
’ 1-cosf+ me? ©
¢ hy

In this form, the energy of the scattered photon
is segn to vary from that of the in%ident photon
at 0° to less than (mc2/2) at 180°. At high en-
ergies the angle & for which hv' is (hpf2) is ap-
proximately 2(mc?/hv) radians.

The kinetic energy of the recoiling electron is

7= hv(l ~ cos i,)cz ™
{1- cos G)+—J;-

The relation between the scattering angles of
the electron and photon is
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FIG. 2. Differential cross section for photons scat-
tered at angles, #, for a number of incident energies.

v\ {1-cost®
COt¢_(l+mc3‘)( sin § )

Graphs of these kinematic relations and of the
scattering cross section are given by Evans(2)
and by Nelms(3).

Scattering of Unpolarized Radiation The dif-
ferential cross section for the scattering of un-
polarized radiation at an angle 8 is given by the
Klein and Nishina equation.

do _rd V¥ iv v .,
a2 (v) (v'+v sin? § )

where ro is the electron radius = e*/me? =
2.8177 X 107!13 ¢m, and V' is obtained from
Eq. (6). The cross section is shown as a function
of 8 for several energies in Fig. 2. The classical
Thomson cross section ry? (1 + cos28)/2 can be
seen to hold for low energies where ¥’ = p.

The total cross section obtained by integrat-
ing this cross section over angle is important in
the attenuation of well-defined beams in pass-
ing through a material, The relative importance
of Compton scattering as compared to the pho-
toelectric effect and pair production is illus-
trated for aluminum in Fig. 3 where the attenu-
ation coefficient o is shown as a function of
energy. The fraction of the photons surviving
without an interaction upon passing through
x gfem? of aluminum is e -¢*, The Compton ef-
fect is the major one between 0.5 and 2 MeV.
Extensive tables and graphs for other elements
are available.>?

In detectors whose response is proportional
to the energy deposited by the recoil electrons,
the distribution of electron energies associated
with a photon of known energy is of interest:
The distribution is given by the relation

d_g_ mozmcz 24 T \2
dT (h)t hy- T,

ez hv-T  2meihv - T)
(hv)? hy heT

(8)
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FIG. 3. The attenuation coefficients, «, for the ab-
sorption of photons in aluminum as a function of
energy. The broken lines represent the separate con-
tributions of the photoelectric effect, the Compton
effect, and pair production to the absorption.

where T varies from O to Tmax = 2(h¥)2}(Zhv +
me?), A number of these distributions are
shown in Fig. 4,

Scattering of Plane Polarized Radiation The
differential cross section for the scattering of
plane polarized radiation by unoriented elec-
trons was also derived by Klein and Nishina. It
represents the probability that a photon, pass-
ing through a target containing one electron per
square centimeter, will be scattered at an angle
# into a solid angle d§2 in a plane making an
angle 1 with respect to the plane containing the
electric vector of the incident wave.

da _rg? (V'Y !
d_YE:_OZ_(;) (54-%- 2 sin? @ cos? n)(l{))

FIG.4. The energy distribution of the Compton
recoil electrons for several values of the incident
photon energy hy. Based on figure in “Compton
Effect” by R. D. Evans in “Handbuch der Physik,”
Vol. XXXIV, pp. 234-298, 1958, I. Fluge, Ed., by
permission of Springer-Verlag, publishers,?



107

The cross section has its maximum value for
n = 90, indicating that the photon and elec-
tron tend fo be scatiered at right angles to the
electric vector of the incident radiation.

This dependence is the basis of several instru-
ments for determining the polarization of pho-
tons. For example, it was used by Wu and Shak-
nov® to establish the crossed polarization of the
two photons emitted upcn the annihilation of a
positron electron pair; by Metzger and Deutsch®
to measure the polarization of nuclear gamma
rays: and by Motz7 to study the polarization of
bremsstrahlung.

Scattering of Circularly Polarized Radiation
The scattering of circularly polarized photons
by electrons with spins aligned in the direction
of the incident photon is represented hy

do velfe
a9 L2 2 AR AREY
40 to (v) [(pﬂ‘ ; sin B)

1(3,- v—)cos&] {n
Voo

The first term is the usual Klein-Nishina for-
mula for unpolarized radiation. The + sign for
the additional term applies to right circularly
polarized photons. The ratio of the secend term
to the first is a measure of the sensitivity of the
scattering as a detector of circularly polarized
radiation and is shown in Fig. 5.

In practice, the only source of polarized elec-
trons has been magnetized iron where 2 of the
26 electron spins can be reversed upon changing
its magnetization, Although the change in the
absorption or scattering is usually only a few
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FI1G. 5. The ratio of the partial cross section depen-
dent on the spin orientation of the electrons to the
average Cross section as represented by the second and
first terms of Eq. (10). Based on figure in “Compton
Effect” by R. D. Evans in Handbuch der Physik, Vol.
XXXIV, pp. 234-298, 1938, J. Fluge, Ed., by per-
mission of Springer-Verlag, publishers.?

per cent, this is often sufficient to get accurate
and reliable measurements of circular
polarization.

Cross sections for some practical arrange-
ments and discussions of earlier work are pre-
sented by Tolhoek.® Applications to the deter-
mination of the helicities of photons, electrons,
and neutrines in confirming the two-component
theory of the neutrino are reviewed in consider-
able detail by L. Grodzins.®
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FIG. 6. The differential cross section for the scattering of high-energy
photons by protons at 90° in the center of mass system. Based on
figure in Steining, Loh and Deutsch, Phys. Rev. Letters, 10, 538

(1963),19
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Scattering from Moving Electrons Compton
backscattering of low-energy photons by high-
energy electrons c¢an produce photons with
energies comparable with those of the electrons.
Milburn!® and Arutyunian et al.!! pointed out
that backward scattering of an intense polarized
laser beam by a beam of high energy electrons
could produce a useful beam of monoenergetic
photons of intermedijate energy. The maximum
energy of the backscattered photons is given by

' 4(E/mc? Y
R =y ——
1 +4hvE{(mc”)

where E is the total energy of the electron. For
photons from a ruby laser (A=6943 &, hv =
1.79 eV} the photons backscattered from 6-GeV
electrons will have energies of 848 MeV, Photons
from a ruby laser interacting with the electron
beam at the Stanford Linear Accelerator Cenier
produced monoenetrgetic polarized photons of
1.44, 2.8, and 4.7 GeV for the study of photon
interactions in a hydrogen bubble chamber. 12
Higher-intensity facilities for producing inter-
mediate-energy photons for photonuclear re-
search has been proposed by Italian and U.S.
groups,'* These facilities would use photons
from high-intensity lasers interacting with 1.5
GeV and 2.5 GeV electron beams in storage
rings.

Proton and Deuteron Compton Effect Par-
ticle-like scattering of high-energy photons by
protons and deuterons has been observed and
has been referred to as the proton and deuteron
Compton effect. The kinematic equations are
identical to those for electrons except that the
mass is that of the proton or deuteron.

Although the cross sections are smaller than
that for electrons, by the square of the ratio of
the masses, the scattering is easily distinguished
by the characteristically higher energy of the
radiation at large angles. At energies above the
pion thresheld, the cross section is deminated
by pion nucleon resonances. The experimental
cross sections for the scattering by protons, as
presented by Steining, Loh, and Deutsch,’s are
shown in Fig. 6. Some experimental results and
calculations on the coherent scattering from
deuterium are described by Jones, Gerber, Han-
son, and Wattenberg. 14

Measurements at photon energies up to 7 and
16 GeV and comparisons with theoretical pre-
dictions of the vector dominance model have
been reported by groups from Hamburg!” and
Stanford.!8

(12)

A. 0. HANSON
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COMPUTERS

Introduction A computer may be defined as a
device capable of solving problems by accepting
data (input), performing prescribed operations
on the data (processing), and providing the re-
sulls of these operations {output). The basic
distinction between electronic  calculators,
which also fit this definition, and computers is
that the latier provide speed in performing com-
plex operations, virtually infinite program and
data storage, and the ability to interact with the
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environment {including other computers} on a
real time basis.

Computers may be hydraulic, mechanical,
electromechanical, or electronic devices. They
are broadly classified as being digital, analog, or
hybrid, i.e., analog and digital linked together.
The first two types differ fundamentally in the
manner in which data are stored and operated
upon. Analog computers operate on continuous
variables, in the form of voltage or current (the
electrical analog of a number or physical quan-
tity), that represent continuous data. Digital
computers operate on discrete numerical data
represented by a series of binary digits. The
data and instructions are stored internally and
are indistinguishable in memory. Digital com-
puters perform calculations by adding binary
numbers according to instructions derived from
coding an arithmetical expression or series of
expressions (an algorithm) that represent the
problem to be solved. Even though the problem
may include differential or trigonometric ex-
pressions, each is reduced to simple addition or
subtraction (addition of the complement) since
addition is the only direct operation a digital
computer can perform. Instructions, which are
written sequentially, are executed sequentially
{one at a time). Calculations usually culminate in
a numerical display or graphical representation
of the results. Because of the sequential nature
of the digital process, the amount of time spent
in solution is proportional to the problem com-
plexity. Analog computers, on the other hand,
are composed of elements which perform sum-
mation, integration, multiplication and differ-
entiation directly. Rather than a serially coded
algorithm, the instructions are in the form of
basic modifications of the analog computer’s
circuitry by a user-wired patch board panel.
There is no internal data or program storage as
such. Instructions are_executed effectively si-
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multaneously (in parallel} while the solution is
displayed in graphical form in continuous
fashion, Since operations are performed in
parallel, increased problem complexity demands
more computer components, not more time,
Solution time is therefore a function of the time
characteristics of the problem, not the machine,
The speed of the analog computer, therefore, is
orders of magnitude faster than the digital
computer in solving complex problems that in-
volve calculus. This speed is paid for by a pre-
cision of results that is erders of magnitude less
than for a digital computer. Hybrid computers
attemnpt to combine the best features of both
types i.e., the speed of the analog with the pre-
cision of a digital. This is brought about through
a digital “front-end” which is used to set up
and check out the analog computer and its pro-
gram. The actual computation time is equiva-
lent to that of a pure analog machine, but the
total time {including set-up time) is significantly
reduced. Indeed, problems may be solved that
would be cost prohibitive on a digital computer
and, for all practical purposes, irmpossible to set
up on an analog computer.

As described below, in physics all three
types of computers are utilized. Digital com-
puter applications range from theoretical cal-
culations to pure data collection and experi-
ment control. Applications of analog computers
involve primarily solutions of differential equa-
tions which serve as models of physical systems,
Hybrid systems come into play for extremely
complex simulation. Examples include determi-
nation of tactical envelopes for missiles, optimi-
zation of control settings in a nuclear power
plant, and development of chemical kinetic
models. Whatever the branch of physics, one
can be sure that computers today play some
significant role.

Computers of the Past The abacus has been
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FIG. 1. Typical analog computer configuration to solve the equation for y. Requires: 1 adder, 1 inverter,

2 multipkiers, 1 integrator.
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calied the earliest computing machine. For
more than 3000 years after the recording of its
invention, this was the sole device available to
aid in arithmetic calculations. Finally, in the
year 1642, a Frenchman, Blaisé Pascal, in-
vented the first mechanical adding machine. His
stylus operated “‘arithmetic machine” had the
ability to handle carry overs from one column
to the next. Nearly 200 more years elapsed be-
fore C, X. Thomas, also a Frenchman, working
on a concept proposed by the German, Gott-
fried Wilhelm Leibniz, built an “arithmometer™
in 1820 which, besides addition and subtraction,
could perform multiplication and division using
the concept of repeated addition and subtrac-
tion.

While this was going on, an independent de-
velopment in the weaving industry saw French-
men Jacques de Vaucanson, in 1741, and
Joseph Marie Jacquard, in 1804, use holes
punched, first in metal drums, later in punched
cards, as the control or programmer for textile
loomns. On a more esoteric plane, Englishman
Charles Babbage, in 1823, began construction
of his “difference engine.” This device, based
on the fact that an equation of degree n will
have a constant nth difference, was used to
make calculations for trigonometric and log-
arithmic tables. Babbage succeeded in con-
structing a machine to solve a second degree
equation. But his ‘*“‘analytical engine,” which
had a memory, control, an arithmetic unit, and
an inputfoutput section could not be built at
that time with sufficient precision to produce
reliable results. Earliest analog computers of the
type designed by Vannevar Bush and others in
the 1930°s actually followed these same me-
chanical principles until electronics bepan to
take over in the late forties. This activity was
culminated perhaps by the Maddida, which ap-
peared in 1951. Analog computers since that
time have differed mainly in the application of
advanced modular electronics and in linkages
with digital computers. Developments of cal-
culators after Pascal and Thomas are not reli-
ably documented. Two American mechanical
adders, which spawned present day companies,
are worthy of mention, however. These include
the Felt “macaroni box™ made in 1885 by a
firm which later became the Victor Comptom-
eter Corporation, and the “listing accountant”
made by a forerunner of the Burroughs Cor-
poration. _

The real push behind the development of
modern digital computers came about because
of U. 8. Government requirements, first to
count people and tabulate corresponding data;
later, during World War II, for developing artil-
lery trajectory tables and performing calcula-
tions for the Manhattan project. In preparation
for the 1890 census, it became clear that, using
available counting and sorting techniques, it
would be nearly time to perform the 1900
census before 1890 figures could be determined.
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Herman Hollerith, who had worked for the
census office and was a mechanical engineer,
solved the problem by devising a punched card,
which could contain all pertinent data, and a
series of machines for punching, counting and
sorting. Using this equipment, census figures
were published in less than three years with
unheard-of accuracy. Hollerith revised his
punched cards in 1894. They contained 80
columns, each with holes for 0 through 9; this
is exactly the format in predominant use today,
Hollerith's efforts eventually led to the forma-
tion of the International Business Machines Cor-
poration, the world’s largest manufacturer of
computers, Tremendous quantities of work
have been accomplished and are still possible
using punch card techniques. However, this
methodology is practical only for sorting,
counting and selecting in a limited number of
ways.

Electronic and electrical techniques were re-
quired to make practical, accurate computa-
tions of the vast quantities of data to solve
problems and prove theories which today serve
as the cornerstone of modern science. These
machines are based upon the foundations laid
by George Boole, who pioneered in the field of
symbolic logic, and Allan Turing, who hypothe-
sized a universal computer. George Boole's
algebra provides a mechanism for representing
logic in mathematical symbols and rules for
calculating the truth or falsity of statements.
Digital computers carry out these operations an
infinite number of times. Allan Turing's paper,
“Computable Numbers,” in 1937, described a
hypothetical Turing machine that can solve any
type of mathematical problem which can be re-
duced to coding in a given set of commands
within the memory capacity of the machine.

First application of these principles resulted
in the Bell Telephone Laboratories relay com-
puter in 1939, Five years later, in 1944, the
second significant relay computer, which was
also the first general purpose digital machine,
was constructed at Harvard by Professor
Howard Aiken, with funds provided partially
by IBM. Known as the Mark I, this machine was
really a huge electro-mechanical calculator. The
Electronic Numerical Integrator and Calculator,
“ENIAC,” the first electronic computer, was
developed in 1946 by J. P. Eckert and J. W.
Mauchly of the Moore School of Engineering in
Philadelphia. Funds were provided by the U. 8.
Army with the promise that the machine would
be suitable for calculating ballistic tables. This
machine contained 18,000 vacuum tubes which
replaced the former mechanical relays as switch-
ing elements. As might be expected, it was huge,
weighing over 30 tons, and terribly unreliable,
Nevertheless, it existed until 1955 after over
80,000 hours of operation had been logged.

Development proceeded thereafter at a much
more rapid rate. IBM continued work, produc-
ing the Selective Sequence Electronic Calculator
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(SSEC) in 1947. The Moore School developed a
second machine known as the Electronic Dis-
crete Variable Computer (or EDVAC) which
became operational in 1952. EDVAC is ac-
cepted as the first stored program computer.
Unlike earlier machines which were programmed
at least partially by setting switches or using
patch boards, this machine and all others which
were to follow, stored instructions and data in
identical fashion. EDVAC used acoustical delay
lines, which were simply columns of mercury
through which data passed at the speed of
sound, as the main memory. This type of stor-
age has given way to magnetic core memory
and semiconductor memory in computers of
today.

In 1946, John Von Neumann, a mathemati-
cian at the Institute of Advanced Study (IAS),
Princeton, New Jersey, presented a paper en-
titled “Preliminary Discussion of the Logical
Design of an Electronic Computing Instru-
ment.” This paper, which was prepared jointly
under a contract with the U. S. Army, suggested
the principles under which all digital computers
which followed would be built. This included
internal program storage, relocatable instruc-
tions, memory addressing, conditional transfer,
parallel arithmetic, internal number base con-
version, synchronous internal timing, simulta-
neous computing while doing input/output, and
magnetic tape for external storage. An 1AS com-
puter, employing most of these concepts, actu-
ally went into operation in the early fifties. All
machines which followed used virtually the same
principles. UNIVAC I (Universal Automatic
Computer) was the first commercially available
digital computer (circa 1950). This machine was
a direct descendent of ENIAC and EDVAC,
having been built by Remington Rand follow-
ing acquisition of the Echert-Mauchly Computer
Corporation. Eventually, 48 UNIVAC I's were
built making Remington Rand the number one
computer manufacturer until International Busi-
ness Machines (IBM)} began in earnest in 1954
with the introduction of its 700 line. This
machine and its successor, the 650, made IBM
the number one computer manufacturer in the
world, a position which it hoids today.

Digital Computer Hardware As shown in
Figs. 2 and 3, general-purpoese digital computers
are comprised of four basic components: an
arithmetic or computing unit, a high speed in-
ternal storage unit, input-output devices, and a
control unit. Data and instructions are indis-
tinguishable within the computer; both are rep-
resented by binary patterns of semiconductor
or magnetic core states. Each binary unit is
called a “bit”. A fixed number of bits is re-
ferred to as a computer “word”. A word is,
generally, the smallest directly addressable
whole unit of memory. The number of bits in
the word determines the accuracy of the basic
machine and its cost. Small word machines are
employed in real world applications to control
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FIG. 2. Basic configuration of a digital computer.
Problems are of the form
Input A = 3.0, B=4.0
Outpui C = SQRT (A+A + B+ B)

processes and make basic decisions. These small
machines ate referred to as minicomputers.
Large word computers serve as theoretical num-
ber crunchers, often with smaller machines pre-
processing input data or controlling output de-
vices. Computer word size ranges from eight
bits, or a single word accuracy of one part in
256, to sixty bits for an accuracy of one part in
260 or @ maximum positive decima) number of
about | 152 921 504 000 000 000.

In setting (programming or coding) instruc-
tion sequences, the user arranges for the conirol
unit to determine, through an instruction de-
coder, whether the instruction itself refers to
some memory location where data resides or
calls for some basic arithmetic or logical opera-
tion to be performed. These operations are per-
formed between data registers. Registers always
provided include: an accumulator, a program
counter, a memory address indicator, and an
overflow indicator, Operations themselves may
modify the stored instructions by performing
calculations on them, branch to a new set of
instructions, and/or cause the machine to inter-
act with the outside world. Response from this
interaction may cause the machine to *decide”
what operations to perform next depending
upon the options built into the program. The
computer can make no decision of its own ac-
cord; it is simply directed to “conclude™ which
one of a given set of alternatives best fits a
given situation. This being the case, it is impor-
tant to remember that computers don’t solve
problems, people that program them do. The
advantage possessed by the computer is speed
of operation. Even the slowest machines can
perform an addition of two numbers in less
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FIG. 3. Typical 3rd generation, medium size computer.

than 3 microseconds. Using special circuitry,
multiplication of any two numbers takes less
than ten microseconds. These arithmetic func-
tions, plus logical operations like AND, OR,
XOR, repeated thousands of times in one sec-
ond enable the machine to use iterative tech-
niques to do all operations necessary for cal-
culating mathematical tables, as well as to keep
up with the real world in monitoring and con-
trol applications where data at rates of up to
100,000 characters per second are encountered.

Figure 3 shows the configuration of a typical
third generation, medium size machine (first
introduced after 1968, and employing medium
scale integrated circuitry with a multiprogram-
ming operating system). [ts purpose is to show
the diversity of peripheral gear which is tied to
a computer and the speed at which this equip-
ment operates. The numbers shown are repre-
sentative and by no means show the highest
capacities available. This configuration will sup-
port a dedicated operation (one user at a time)
or several users sirnultaneously in a multipro-
gramming or time shared mode. These latter
terms refer to the ability of the system to run
more than one user program simultaneously.
The difference between time sharing and multi-
programming, as the terms are usually used, is
that several users are connected simultaneously
to the system in time sharing, while more than
one program is run at the same time under

multiprogramming. This assumes, of course,
that no single program requires total system
resources for more than a small time period.
Hardware controllers have been optimized to
take advantage of this usual case and permit
virtually simultaneous user access to the central
processor,

Digital Computer Software Computer soft-
ware tefers to all programs which direct ma-
chine activities. This software can be generally
divided into three classes: an operating or ex-
ecutive system; language assemblers, translators
and compilers; user applications programs,
mathematical program libraries, and data analy-
sis packages. The first class generally goes under
acronyms similar to Disk Operating System
(DOS), Mass Storage Operating Systern (MSOS),
Real Time Executive {(RTE), UNIX, CPIM, or
other such names. It is the function of this
master software to schedule users and users’
programs, allocate processor and peripheral
resources, perform internal ‘“‘housekeeping,”
and handle emergencies. It is the operating sys-
tem that permits time sharing and multipro-
gramming to be carried ouf, All but the most
basic systems offer this software, The second
software class operates within or is subject to
the OS. It includes such things as FORTRAN
(Formula Translator) compilers, BASIC (Begin-
ners All-Purpose Symbolic Instruction Code}
interpreters, a system editor, and an assembler,
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These and other conversion programs reside
within the machine and are used to change
English language statements or data to machine
bit patterns which are decoded internally, Stan-
dards have been devised for FORTRAN, BASIC,
ALGOL, COBOL, PL/! and other languages so
that a program written on one manufacturer’s
machine will (almost) run on another, Assembly
languages, however, are machine independent
and in no way compatible. The final class of
software includes those programs designed and
written to accomplish a specific task, For ex-
ample: find the roots of a polynomial expression
of a certain type; or given a set of data describ-
ing the elongation versus temperature and load
of an alloy specimen, as well as known constants,
calculate stress and strain values at the break

PERIPHERALS
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point. On small dedicated computer systems a
single application package may be the only soft-
ware loaded other than input/output drivers
which communicate with peripheral devices.
This is true of microprocessors, experiment
controllers, front-end machines and, in general,
all computers that have less than 8000 words of
central memory. Software clearing houses that
supply computer programs worldwide for ex-
clusive manufacturers, as well as for general use,
have gone into business to meet the demand for
application programs,

Scientific Applications The evolution of the
digital computer and modern scientific know-
ledge are closely linked. We have seen that de-
velopment of the ENIAC was the direct result
of the need to perform millions of calculations
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FIG. 4, Typical data acquisition and analysis configuration.
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on the Manhattan Project that would have tzken
years during a time when years were not ‘vail-
able. A second example i8 the fact that no at-
tempt was made to find a rigorous solution of
the “3-Body Problem” of celestial mechanics
until the advent of the modern digital com-
puter. Today these servants of scientists and
engineers are found in their smaller versions in
more physics laboratories than not. Theoretical
data or that produced by passive data acquisi-
tion devices is then transmitted to larger sys-
tems for further processing. Where theoretical
studies are involved, large systems perform
computations that would simply not be practi-
cally possible otherwise. Examples of typical
applications or user software now in use to solve
particular scientific problems include programs
to: calculate Cartesian coordinates for all atoms
in a molecule, compute numerical eigenvalues
and matrix elements for the quantum mechan-
ical radial equation, and determine the coulomb
lattice energy of an ionic crystal. There is also
a complete system of programs for quantitative
theoretical chemistry. In the area of direct data
acquisition and instrument control, small com-
puter systems of the configuration shown in
Fig. 4 are most often employed. These systems
are built as part of electron spin and nuclear
magnetic resonance spectrometers, all types of
optical spectrophotometers, real time Fourier
analyzers, and x-ray spectrometers, to name only
a few. They are used to control and acquire
data in applications ranging from remote seis-
mic stations to laboratory spark chamber moni-
toring. In physics education they find uses
ranging from teaching basic principles to per-
forming semiautomatic pattern recognition for
bubble chamber film data analysis.

Personal Computers The latest entry into
the computer industry is the personal computer
(PC). In the past eight years, the personal com-
puter has moved from the province of hobbyists
to take a place in business offices and private
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homes. Thousands of people are purchasing
personal computers each week, not only low-
end microcomputers, but also high-end systems
such as the IBM PC. They have proven to be
incredibly popular and several hundred thousand
of them were sold in only the past three years.
Further, for every person who buys a personal
computer, two or three more are considering a
purchase, This has been attributed to both the
videogame explosion and the public’s recogni-
tion of the power and capability of the micro-
computer., These computers are reasonably
inexpensive, and designed to allow the average
person to learn about the computer and use it
to solve everyday problems,

The personal computer is a genuine computer
which has most of the features of the big main-
frame computers. As computers became smaller,
they also became faster, and today processing
fime is measured in microseconds and nano-
seconds (billionths of a second). For example,
the IBM PC is four times faster than the IBM
360. 1t can be equipped with enough capacity
to handle the accounting and inventory control
tasks of most small businesses, It can also per-
form computations for engineers and scientists,
and it can be used to keep track of home fi-
nances, budget management, investment analy-
sis, and many, many other applications ranging
from educational to recreational to business
functions,

Figure 5 shows the basic configuration of a
personal microcomputer. Like other computers
it consists of the CPU and the system board
that connects the CPU to other devices for
input and output (I/0) and storage. There are
three basic types of memories: ROM (Read-
Only Memory) which is not user-modifiable and
which contains programs you would never want
to change; RAM (Random Access Memory), in
which data can be either written or read and
which can be thought of as the microprocessor’s
work space; the mass storage device, which al-

CPU Address bus {16} 7
Mitroprocessor
and support
circuitry Control bus
10:12) .
To expansion
. rt {if
Serial Paralle! por
ROM RAM interface interface available)
Dratabus (8} l t ’ t
1/G bus 1/0 bus
CRT, Disk drive,

keyhoard, printer,
printer, speech-

modem, atc, synthesizer, etc.

FIG, 5. Block diagram of a basic personal microcomputer system.
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lows the storing of great quantities of informa-
tion and programs on magnetic disk or tape
outside the computer itself, Paralle] and serial
interfaces connect the microcomputer to other
devices such as printers, keyboards, etc, Early
computers had only serial ports that received
and returned data serially, or, one bit at a time,
Processing time in computers was vastly im-
proved by the development of paralle] ports
which handle and move large amounts of data
simultaneously, The process utilizes electrical
conductors (printed circuit boards) that will
carry multiple electrical impulses around the
innards of the computer. These multiple impulse
carriers are known as busses, and several used
together are called bus systems.

Although the industry is yet dominated by
8-bit microprocessors, all new systems are 16-
bit. Within a few years they will have replaced
the 8-bit processors as the brains of medium-
priced personal computers. The power of the
[6-bit microprocessor—with its ability to ad-
dress over 1 million characters of computer
memory—is needed to run software that is more
flexible and easier to use than the software
commonly used today. Microprocessor chips
(such as intel Corporation’s 8088 and Motorola’s
MC68000) are already turning up in the more
advanced personal computers and manufacturers
of the Corvus Concept and the IBM Personal
Computer, among others, are putting that power
to good use. Further, during 1984 the first
32-bit biped PCs will be introduced. This will
put on a desk top computer power of limitless
dimensions to most people,

Future Developments As we have shown,
the computer industry only recently celebrated
its silver anniversary, yvet there is almost no area
of our life which it has not affected. In terms
of dollars, the hardware, software and man-
power investment is well over 100 billion. De-
spite these impressive figures, which point to
success, many serious shortcomings in computer
technelogy and its applications are evident.
Most experts agree that hardware advances at
the component level will slow down. Peripheral
devices such as line printers, card readers, etc.,
appear to be approaching their capacity limits.
These devices must give way to new technologies
or he reduced in cost to the extent that they
can proliferate infinitely. It seems more reason-
ale that they will give way to more direct user
involvement through input/output terminals
and direct data transfer, The direction of central
and ntass memory supports this contention since
costs, speed, and density continue to improve
drastically. This trend will continue for some
time with mechanical devices giving way to new
approaches employing chemical and basic mo-
lecular phenomena, Real future advances will
occur as a result of changes in arithmetic and
control elements and in the software systems
which drive computers. Micro-processors made
possible by large scale integrated circuitry (LSI)
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will allow “intelligence’ to be built into all
computer peripherals and make possible special
purpose modules to be employved for handling a
single arithmetic or control function. This will
permit many more operations to be performed
in parallel, thus decreasing time to solution. The
low cost of these modules will cause them to
begin to appear almost everywhere. Few scien-
tific instruments will be built where they are
not emploved as control elements or to provide
at least intermediate results directly. Software
development will respond to make use of this
distributed internal processing and permit better
machine and manpower utilization, More em-
phasis will be placed on high level languages
similar to PL{I and on the development of ap-
plications packages which will handle a given
problemn from start to finish. Less distinction
will be made between systems and language
routines. A single tool will be available to ac-
complish a given objective. Problems like code
conversions between units will be handled by
hardware. Modular programming techniques
and top-down software managerment will harness
software development making distributed intel-
ligence and application of automatic data pro-
cessing a reality in all fields.

DENNIS E. WISNOSKY
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CONDENSATION

The condensation of a vapor to form a liquid,
amorphous phase, or crystal generally occurs
by the mechanism of nucleation and subse-
quent growth. Nucleetion is a thermally acti-
vated process which leads to a stable fragment
of the condensed phase, In the absence of
surfaces of certain condensed phases, reactive
foreign molecunles, or other potent catalysts to
the nucleation process, it is usually the slower
step and occurs at an appreciable rate only
under conditions considerably removed from
equilibrium. For the usual case where nuclea-
tion catalysts are present, the process is charac-
terized as heterogeneous nucleation, but if
there are no such catalysts at all, it is called
homogeneous nucleation.

In principle, statistical thermodynamics would
appear to offer the most attractive approach
to nucleation rate theary. For example, Band!
and Hill? have given formal treatments for the
equilibrium concentration of clusters of mole-
cules in a vapor, However, the internal partition
functions have thus far eluded quantitative
evaluation. Further, in the case of metallic
systems, there is at present little knowledge of
the electronic energy states in clusters con-
taining only a few atoms.

Accordingly, even to the present day, most
treatments follow that of Volmer® and co-
workers, who evaluated the free energy of for-
mation of clusters by ascribing macroscopic
thermodynamic properties to them. Thus the
free energy of a droplet is described as the sum
of a surface term {area times surface tension)
and a volume term {volume times the negative
bulk free energy change). An attractive feature
of this approach is that it permits ready visuali-
zation of the origin of the free energy barrier
to nucleation in terms of the maximum in the
above sum as a function of size. However, a
very unattractive aspect is that the calculated
size of the critical nucleus, i.e., the cluster size
at the top of the free energy barrier, is only
about 100 molecules, which leads one to doubt
the applicability of macroscopic concepts in
the present examples. Nevertheless, following
standard methods,4 this spherical-drop model
leads directly to a rather simple expression for
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the rate of homogeneous nucleation of droplets
from supersaturated vapor.

The remarkable agreement?:5 of this macro-
scopic theory with observations of the critical
supersaturations for appreciable nucleation rate
of various liquids in cloud chambers stood for
many years as the basis of our knowledge of
nucleation. For example, referring to the data
of C.T.R. Wilson® and of C. F. Powell” who re-
ported a “fog limit”* for homogeneous nuclea-
tion of water droplets at a supersaturation ratio
of about 5.0 at 275 K, agreement with the
macroscopic theory is excellent.? However, in
recent years it has been pointed out4S8:9,10
that the external partition functions for free
translation and rotation had been neglected in
the macroscopic theory. When these contribu-
tions areincluded, the theory predicts a critical
supersaturation ratio of about 3.0 for water
vapor at 275 K, in poor quantitative agreement
with Powell’s observations. This situation stim-
ulated a great deal of experimental and theo-
retical work in the field. On the experimental
side, two new techniques were developed to
measure critical supersaturation ratios for homo-
geneous nucleation: (1) the diffusion cloud
chamber:12:13 and (2) the supersonic nozzle
method. %15 Work is still in progress, but it
appears that virtually all substances, with the
possible exception of argon!® and ammonia,l?
follow the original macroscopic theory which
ignores the contributions from free translation
and rotation. On the theoretical side, much ef-
fort has been directed toward ascertaining the
magnitude of another correction to the macro-
scopic theory, which tends to counterbalance
the effects of free translation and rotation.
This is termed the replacement partition furnc-
tion, and it describes the free energy due to the
six internal degrees of freedom the isolated
cluster does not have because it is not a part of
the bulk phase. Efforts to calculate this quan-
tity by classical phase integral methods!8.19:20
have not been entirely successful because of the
great difficulty in defining an embedded cluster
in a liguid. In fact, some treatments yield
largel®:1% replacement Eartition functions while
others give small ones.2® However, the calcula-
tion is somewhat easier for crystals, and the
result?® indicates that the replacement parti-
tion function is not large and hence does not
appreciably offset the contributions from free
translation and rotation in the case of homo-
geneous nucleation of crystallites from the
vapor. Unfortunately, there are very few ex.
perimental data for this case, but the theo-
retical result has been used in astrophysics
calculations,?! In summary, one might con-

*Denoting production of many droplets, i.e., of the
order of 107 cm ™3,

TMeaning the ratio of actual to equilibrium partial
pressure of vapor.

Critical for a given, wsually high, nucleation rate.
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clude at the present time that the good agree-
ment between the original macroscopic theory
and experiments on liquids is fortuitous and
due to (i) a large replacement partition func-
tion or (ii)} the circumstance that the macro-
scopic surface tension overestimates the droplet
entropy and underestimates the potential
energy.22.23

One might think that the above issues could
be settled by computer calculations using
fairly realistic potential functions to calculate
the cluster free energies, and much work has
been done in this area.?>'?* In one of the more
elaborate efforts,2®> Monte Carlo methods were
used to calculate the surface tension and chemi-
cal potential of bulk Lennard-Jones argon,
and these results were applied to estimate the
free energy of isolated L-J argon droplets. The
resulting free energies of formation were then
compared with the actual Monte Carlo free
energies of isolated liquid L-J argon clusters, It
was found that the contributions from free
translation and rotation were required to de-
scribe the Monte Carlo cluster data. This means
that, unlike the case of physical experiments on
real liquids, the original macroscopic theory
must be modified by the contributions from free
translation and rotation in order to describe
L-J argon. However, a major shortcoming of
this and other computer calculations is that
pairwise potentials were used. This is a serious
difficulty in view of the importance of three-
body potentials in describing surface properties.

On the other hand, molecular dynamics com-
puter simulations on highly supersaturated
L-J vapor have been useful in predicting spi-
nodal decomposition as another condensation
mechanism, which is an alternative to nuclea-
tion and growth of droplets. Spinodal decom-
position has long been recognized® as a mech-
anism of phase separation in binary solid
systems in which there is no symmetry change
and for which the free energy-composition curve
is continuous, At high supersaturations the ini-
tial phase is unstable for all infinitesimal
density variations having a wavelength greater
than some “critical”™ wavelength. The molecular
dynamics work on L-J vapor?’ exhibited the
characteristic interconnected structure of vapor
and liguid, and the process was consistent with
the recognized laws for spinodal decomposition.
There are at present few, if any, physical experi-
ments to corroborate this prediction,

A considerable amount of work has been
done on the heterogeneous nucleation of metal
crystals from thermal vapor beams onto sub-
strates.5-28:2 Many theoretical approaches fol-
low a macroscopic treatment similar to that
outlined above. In view of the high supersatura-
tion ratios, typically 105-10%% and resulting
small critical nucleus sizes (1 to 5 atoms
involved in this case, an “atomistic” theory30-3
has been introduced to replace the older macro-
scopic theory. However, quantitative agree-
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ment with observed supersaturations for
appreciable nucleation rate is not good for either
the old or the new theory. Nevertheless it has
been established that in most cases nucleation
occurs by the processes of adsorption, surface
diffusion, and statistical fluctuation to form the
crystalline nuclei. Also, particularly for metals
on ioni¢c and semiconductor substrates, many
nucleation rates have been quantitatively mea-
sured by means of both kinematic and in situ
transmission electron microscopy. Indeed,
within the past 15 years there has been a re-
markable increase in the degree of sophistica-
tion of such exPeriments‘ Ultra high vacua (of
the order of 10719 Torr) leading to much greater
cleanliness are now common and the character-
ization of both substrate and deposited crystal-
lites has been greatly enhanced by the applica-
tion of LEED, Auger spectroscopy, mass
spectrometry, transmission electron diffraction
and a host of other new techniques. However,
interpretation of the rate data is often obscured
by ignorance of the actual (often defect) sites
for nucleation on the substrate surface. Inter-
estingly enough, it has been possible to demon-
strate and measure the mobility of small (10-
20 atom) clusters,® eg., of solid gold on the
{100} surface of alkali halide crystals. In
connection with the above experiments, se-
lected-zone dark-field electron microscopy
(SZDF) has been developed®® to determine
the crystal structure, orientation, and degree
of perfection {absence of twinning) of each of
the myriad of isolated microcrystallites on a
substrate surface. 8ZDF employs annular ob-
jective-lens apertures of different geometries
to select only a well-defined number of Debye-
Schemrer diffraction rings. Thus it is possible
to map, within one image, all specimen areas of
random azimuthal orientation that diffract
into the selected range of Bragg angles.
Historically, field emission microscopy has
yielded interesting information on nucleation
of metals in deposition from the vapor onte
clean tungsten field emitter tips.® 2% Many
metals, e.g., copper and gold, form critical
adsorbed coverages of several monatomic layers
before nucleation of three-dimensional crystals
occurs. This is the Stranski-Krastonow mecha-
nism? for deposition of crystals from the vapor
and may be expected for situations in which
the binding energy of the adatoms to the sub-
strate is high. In some cases the initial mono-
layers are thought to be pseudomorphic* with
the substrate.3” Another important mechanism
for cases of high binding energy is the mono-
layer-by-monolayer overgrowth (MO) or Frank-
van der Merwe mode,® which also may occur
with psendomorphism in the initial monolayers.
In some cases the monolayers are initiated by
nucleation of 2-dimensional discs.®® Misfit dis-

*Of exactly the same crystal structure and latice
parameter.
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locations to accommodate the strain are thought
to form at the substrate-deposit interface as the
deposit thickens. Ultimately, the deposit be-
comes noncoherent with the substrate and
attains its natural crystal structure, The misfit
dislocations even facilitate phase transforma-
tion in cases where the bulk deposit and sub-
strate are of different crystal structure, Ex-
amples of the MO mechanism are SnSe on
(001) SaTe and Pt on (001) Au.* Recent
studies®® have provided much quantitative
information, such as Burgers vector, spacing
and mechanism of origin, on misfit dislocations.
Also, they have revealed ordered structures
of monolayer or sub-monolayer thickness,
e.g., Pb on the (111) Ag surface. This may have
a relevance to the preparation of epitaxial thin
films,

Growth is the process by which the stable
nuclei continue to grow and thereby consume
the supersaturated vapor. In general, several
mechanisms are involved in the growth process,
and some of these are thermally activated.
However, the free energies of activation are
usually low, and hence most growth processes
proceed at an appreciable rate even under con-
ditions close to equilibrium where the gross
evaporation flux almost equals the gross conden-
sation flux. The first step in growth from the
vapor is thought to be adsorption of the imping-
ent molecule. The bulk of both experimental
and theoretical work indicates that the im-
pingent atoms or molecules are in most cases
thermally accommodated and adsorbed at
the surface before being either re-evaporated
or integrated into the liquid or crystalline
structure.

In the case of liquids, it is thought that the
molecular mobility is sufficiently high that the
adsorbed molecules are taken almost immedi-
ately into the liguid structure. However, the
situation is quite different for crystals, whose
surfaces are still most conveniently visualized
in terms of the ori&inal “atomic building block™
model of Kossel® and Stranski¥ Thus, in
the case of certain surfaces of high index, the
kinks in the steps of the atomically rough
surface provide ready sinks for adsorbed mole-
cules. In fact, experiment shows that such
planes grow so rapidly that they quickly
eliminate themselves from the crystal growth
form, leaving the smoother surfaces of low
index. These closely packed planes contain no
steps and kinks to serve as sinks for the ad-
molecules diffusing on the surface, Accord-
ingly, for & perfect crystal, it is thought that
growth can proceed only by nucleation of
new monomolecular layers, whose edges
provide the sinks, and their lateral propaga-
tion. A typical supersaturation ratio for ap-
preciable growth by this mechanism is of
the order of 1.5 for molecular substances, and
there is a large amount of theoretical and
experimental evidence®? for the general oc-
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currence of this type of growth from the
vapor at high supersaturation.

The fact that real crystals do indeed grow
at much lower supersaturation ratios, of the
order 1.01, continued to present a theoretical
problem for many years. Then in 1949 Burton,
Cabrera, and Frank*® showed that certain
emergent dislocations of the screw orienta-
tion* must provide a source of monomolecular
steps for growth at low supersaturations. Fur-
ther, they demonstrated that the resultant
growth form on the close-packed surface, the
growth spiral, cannot exterminate itself as do
other types of steps or ledges. In the usual
case, crystal growth by this mechanism is
thought to be controlled by surface diffusion
of the admolecules. Experimental verification
of these predictions is now voluminous,#

Inasmuch as crystal growth from the vapor
is linked to the motion of monatomic steps on
the surface, it becomes of great interest to
describe the step dynamics arising from surface
diffusion gradients. Most of the studies thus
far have been concerned with the closely re-
lated reverse process of crystal evaporation,
and the theory of step dynamics has been ex-
tended to cover stationary-state evaporation®
with the steps emanating from crystal edges or
from dislocations and the bunching of evapora-
tion steps under transient conditions.%5:% Re-
cently the evaporatior. rate from (100) Kl
single crystal surfaces wis measured as 4 function
of undersaturation under stationary-state con-
ditions,*” and remarkable agreement with
theory was found. In general the evaporation
coefficient? will lie between 4 and 1 and the
catalytic effect of dislocations in providing
additional monatomic steps disappears as the
undersaturation ratio rises above 0.9, Similarly,
in recent electron microscope work on vacuum
evaporated (100) NaCl surfaces,*s the transient
fluctuations in moromolecular step spacing
caused by a sudden change in evaporation
temperature were quantitatively described by
the theory.

Most of the theoretical studies of growth in
deposition on substrates have not been in terms
of the fundamental microscopic mechanisms,
namely, the screw dislocation spiral mechanism
and the monatomic disc nucleation mechanism,
Perhaps this is because of the experimental
difficulty in observing growth rates of the small
crystallites on substrates. Rather, the main
thrust of the theoretical work on growth thus
far has had as its goal prediction of the crystal-
lite number density and size distribution. This
is of course a complicated problem affected by
nucleation, depletion of the adatom concen-
tration about growing clusters, surface dif-

*(Or dislocations with a component of the Burgers
vector perpendicular to the surface,

TRatio of actual to equilibrium gross evaperation
flux.
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fusion fields, competition between crystal-
lites for the available adatoms and the effect
of capillarity? in retarding crystallite growth.
Most of the studies have confined themselves
to the case of incomplete coverage of the
substrate. There are many treatments of these
phenomena, but one useful approach is nu-
merical integration of the divergence of clus-
ter current in size space with consideration
of capiltarity in the boundary conditions.4?
The tesults give a reasonably pood description
of the observed time evolution of cluster size
distribution, ¥

In the interests of brevity, the complex and
interesting effects relating to diffusion in the
vapor,’ adsorption of impurities,” chemical
reaction,*? and dissipation of the heat of con-
densation® have been omitied from the above
discussion. The subject of crystal growth
morphologies is, of course, huge and beyond
the scope of the present article 5,42

G. M. POUND

References

1. Band, W., “Quantum Statistics,” New York, Van
Nostrand Reinhold, 1955,

2. Hill, T. L., “Statistical Mechanics,” New York,
McGraw-Hill Book Co., 1956.

3. Voilmer, M., “Kinetik der Phasenbildung,” Dresden
and Leipzig, Steinkopff, 1939.

4. Frenkel, 1., “Kinetic Theory of Liquids,” London,
Oxford Univ. Press, 1946.

5. Hirth, 1. P., and Pound, G. M., “Condensation and
Evaporation, Nucleation and Growth Kinetics,”
Oxford, Pergamon Press, 1963.

6. Wilson, C. T. R., Phil Trans. Roy. Soc. London
192,403; 193, 289 (1899).

7. Powell, C. F., Proc. Roy. Soc. London 199, 553
(1928).

8. Feder, J., Russell, K. C., Lothe, J., & Pound,
G. M., Adv. Phys. 15(57}, 111 (1966).

9. Dunning, W. J., “Nucleation,” (A.C. Zettlemoyer,

Ed.) p. 1, New York, Marcel Dekker, 1969.

Lothe, J., and Pound, G. M., “Nucleation,”

(A. C. Zettlemoyer, Ed.) p. 109, New York,

Marcel Dekker, 1969.

11. Franck, J. P. and Hertz, H. G., Z. Physik 143, 559

(1956).

12, Katz, J. L., J. Chem, Phys. 52,4733 (1970).

13. Katz, J. L., Mirabel, P., Scoppa, C. I., and Virkler,

T. L., J, Chem. Phys. 65,382 (1976).

Wegener, P. P., and Parlange, Jean-Yves, Natur-

wissenschaften 57,525 (1970).

10.

14,

TSurface tension.

TRecently (unpublished work) continuous and uni-
form thick films of amorphous metals and alloys have
been prepared by deposition from vapor beams onto
very cold substrates. Here the mechanism is one of
random impingement and adherence of the immobile
atoms to the surface.

15.

186.
17,
18.
19.
20.

21

22.

23.

24,
25

26.
27.

28,

29,

30.
31

32.

33
34.

35.
36.
37.
38.
39.

40.

4].
42.

43,

CONDENSATION

Wegener, P. P, and Wu, B. 1. C., p. 325 in “*Nucle-
ation Phenomena,” Vol. 7, Adv. Colloid Inter-
face Sci. (A. C. Zettlemoyer, Ed.}, New York,
Elseviet, (1977).

Hoare, M. R., Pal. P., and Wegener, P. P., J. Col
lotd Interface Sci. 75,126 (1980).

Dawson, P. B., Willson, E. J., Hilt, P. G., and
Russell, K. C., J. Chem, Phys. 51, 5389 (1969).
Reiss, H., p. 1 in Ref, 15.

Kikuchi, R.,p. 67 in Ref. 15.

Nishioka, K., and Pound, G. M., p. 205 in Ref.
15,

Czyzak, S. J., Hirth, J. P., and Tabak, R. G,,
“The Formation and Properties of Grains in the
Interstellar Medium,” Vistas in Astronomy 1982
{in press).

Abraham, F. F., “Homogeneous Nucleation
Theory,” Supplement 1 to Advances in Theoreti-
cal Chemistry, New York, Academic Press, 1974.
Binder, K., and Kalos, M. H., J. Statisrical Physics
22,363 (1980).

Hoare, M. R., Advances in Chem. Phys. 40(1979).
Miyazaki, J., Pound, G. M., Abraham, F. F.,
and Barker, I. A., J. Chem. Phys. 67,3851 (1977).
Cahn, 3. W., L Chem. Phys. 42,93 (1965).
Mruzik, M. R., Abraham, F. F., and Pound, G. M.,
J. Chem. Phys. 69, 3462 (1978).

Voorhoeve, R. J. H., “Molecular Beam Deposi-
tion of Solids on Surfaces: Ultra Thin Films,”
Treatise on Solid State Chemistry, (N. B. Hannay,
Ed.) New York, Plenum, 1976.

Matthews, J. W. (Ed.), “Epitaxial Growth”
Parts A & B, New York, Academic Press, 1973.
Walton, D., J. Chem. Phys. 37,1282 (1962).
Rhodin, T. N,, p. 31 in “Proceedings of a Con-
ference on Single Crystal Films at Bluebell, Penna.”
(M. H. Francombe and H. Sato, Eds.), Oxford,
Pergamon, 1964.

Metois, J. J., Zanghi, J. C., Erre, R., and Kern,
R., Thin Solid Films 22, 331 (1974).

Poppa, H., p. 215 in Ref. 29, Part A.

Jones, J. P., Proc. Roy. Soc. (London) 284A,
469 (1965).

Gretz, R. D., and Pound, G. M., Applied Phys.
Letters 11,67 (1967).

Stranski, I. N., and Krastonow, L., dkad. Wiss.
Deut. Math. Nat. Ki. 146, 797 (1938).

Bauer, E., and Poppa, H., Thin Solid Fiims 12,
167 (1972).

Frank, F. C., and van der Merwe, J. H., Proc.
Roy. Soc. A200, 125 (1949).

Honjo, G., and Yagi, K., “Studies of Epitaxial
Growth of Thin Films by In Situ Electron Micros-
copy,” p. 197 in “Current Topics in Materials
Science, Vol. 6, (E. Kaldis, Ed.), Amsterdam,
North Holland, 1980.

Kossel, W., Machr. Akad. Wiss. Goettingen Math.
Phys. K1 1,135 {1927).

Stranski, L. N., Z. Phys. Chem. 136, 259 (1928),
Strickland-Constable, R. F., “Kinetics and Mech-
anism of Crystallization,” London, Academic
Press, 1968,

Burton, W. K., Cabrera, N., and Frank, F. C.,
FPhil. Trans. Roy. Soc. London A243, 199 (1950).



CONDENSATION

44. Dekeyser, W., and Amelinckx, 5., “Les Disloca-
tions et la Croissance des Cristaux,” Paris, Masson,
1956.

45. Mullins, W. W., and Hirth, J. P., J. Phys Chem.
Solids 24,1391 {1963).

46, Surek, T., Pound, G. M., and Hirth, J. P., Surface
Sei. 41,77 (1974).

47. Nordine, P. C., and Gilles, P. W., J. Chem. Phys.
74,5242 (1981).

48. Bethge, H., Hoeche, H., Katzer, D., Keller, W. K.,
Bennema, P., and van der Hoek, B., J. Crystal
Growth 48,9 {1980),

49. Robertson, D., and Pound, G. M., J. Crystal
Growth 19, 269 (1973).

Cross-references: CRYSTAL STRUCTURE ANAL-
YSIS, CRYSTALLIZATION, CRYSTALLOGRAPHY,
FIELD EMISSION, STATES OF MATTER, VAPOR
PRESSURE AND EVAPORATION.

CONDUCTIVITY, ELECTRICAL

The electrical conductivity of a substance is an
intrinsic property denoting the ability with
which electric charge can flow through the sub-
stance. The meaning of a definite conductivity
is most commonly associated with solids, al-
though electrical conduction also occurs in
liguids, electrolytes, and ionized gases. Elec-
trons are the usual charge carriers in solids, but
ionic conduction can be important for some
materials, such as the alkali halides and com-
pounds of the KAgyIs class, while proton con-
duction has been demonstrated for ice.

A suitable definition for the electrical con-
ductivity of an isotropic material is provided by
Ohm’s law. This is the statement that the
direct-current density J within a conductor is
proportional to the dc electric field E. At a
given temperature and pressure, the constant of
proportionality is the electrical conductivity o,
thus:

J=0E

If the material is anisotropic, the magnitude of
J depends not only on the magnitude of E but
on its direction as well. J and E are then non-
parallel for some orientations of the material,
and 0 is a tensor of the second rank. Since the
ability of a material to conduct electricity is in-
fluenced by the mechanisms resisting the flow
of charge, it is also helpful to work in terms of
the specific electrical resistivity p, which is the
reciprocal of o.

If a voltage V between the ends of a conduc-
tor of length £ and uniform cross-sectional area
A maintains a current [ through the conductor,
Ohm’s law may be set in a practical form by

combining the relations:
I
J=0E, E*—'K, J=— o—l‘
g A P
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Hence, IjA =(1/p) (¥{€) or V = [(pR/A}, so that
V' =IR. The ratio p¥/A4 is called R, the electrical
resistance of the conductor, It is a property of
a particular sample because it involves the di-
mensions 4 and £, whereas p and ¢ are in-
trinsic properties of the constituent material.
With ¥ in volis and f in amperes, R is measured
in ohms. The electrical resistivity p =RA/ is
then given in ohm-meters if A is in square
meters and £ in meters, while ¢ is given in
{ohm-meters)™! or mhos per meter.

The major factors determining the magni-
tude of the electrical conductivity for a material
are the conduction electron, or ion, density, and
the nature of the interatomic forces {which
decide the mobility of the charge carriers). The
actual current flow also depends on the size of
the electric field. Part of the energy carried by
the current is inevitably consumed as Joule
heat, but there are many commercial devices in
which such heat or light conversion is put to
good use {electric fires, toasters, cookers, light
filaments, fuses, etc.). The rate per unit volume
at which energy is converted is PR or Vi, in
units of watts or joules per second. Where it is
required to add resistance to an electrical circuit,
resistors made of carbon, graphite, or metallic
alloys are often selected. When wires of low re-
sistance are needed, copper is the most com-
mon material (p ~ 1,7 X 1078 £m) although at
ordinary temperatures silver is the best conduc-
tor{p~1.6X 107 Qm).

In alternating current circuits, the conduc-
tivity or resistivity depends on the frequency
of the applied electric field. Deviations from
the dc¢ value are not appreciable at low frequen-
cies but may become significant for microwave
or higher frequencies.

Gases can conduct electricity if they are
ionized, Practical applications include discharge
tubes, electronic vacuum tubes, and the arc
discharge. Natural ionization of the atmosphere
results from cosmic rays or radioactive sources
in the ground, The conductivity of the atmo-
sphere is quite low at ground level but it in-
creases rapidly with altitude up to 50 km be-
cause of the greater cosmic radiation and the
lower density of scattering centers.

Many liquids or solutions known as electro-
lytes (besides a few solids) can be decomposed
by an electric current into charged particles
called anions and cations. Such processes in-
volve a transfer of matter through the conduc-
tor. The conductance of a solution is defined as
the current flowing per unit charge applied to
the electrodes immersed in the selution and
per umnit concentration of electrolyte between
the electrodes. It is dependent on the number
and mobilities of the ions in the solution. In
geophysics there is an important field of ac-
tivity involving electrical conductivity mea-
surements of the surface layers of the crusts of
the earth and the moon. But in laboratory
physics a principal area of activity lies in



21

solid-state physics, and the remainder of this
article will be devoted to such work.

Solids may be classified in various ways
(according to their binding, ductility, crystal-
line or amorphous nature, etc.) but a particu-
larly convenient one considers their conduction
properties. Two distinctive qualities are of
interest: (i) the magnitude of g or p at a suit-
able comparison temperature (say, room tem-
perature), and (ii) the temperature variation of
o or p. Three broad classes of solids may thus
be characterized:

{1) Metais having high conductivities {(when
pure) with specific resistivities at room tem-
perature lying in the range 1.6 X 1078 Qm (for
silver} to 140X 107% m (for manganese and
plutonium), Less pure metals and alloys may
have resistivities up to 1000 times bigger than
these, while very pure metals at liquid helium
temperatures may have resistivities 10° times
smaller. In general, the resistivities of metals in-
crease with temperature. Also the effect of add-
ing small arnounts of impurities is that of adding
a temperature-independent contribution to the
resistivity (Marthiessen’s rule). If p; is the
thermal resistivity and po is the 1mpunty con-
tribution, the total resistivity p = py + po.

(2) Semiconductors which have much lower
conductivities than do metals, with resistivities
in the range 10°° to 10° Qm. In contrast to
metals, their resistivities decrease with rising
temperature and very rapidly with the addition
of impurities.

(3) Insulators whose electrical conductivities
are, lower stlll with resistivities ranging from
10° to 101° {m. The feeble conductivity is
little affected by impurity additions, but it jim-
proves rapidly as the femperature is raised.

The basic differences between these classes
can be understood in terms of atomic and
guantum-mechanical principles which explain
the varying degree of availability of free elec-
trons or mobile ions for conduction purposes.
The main features are outlined below. An addi-
tional distinct class, that of superconductivity,
which is a spectacular quanfum situation in
which the low-temperature state of a number
of metals and a few semiconductors is one of
zero resistance, is not dealt with here (see
SUPERCONDUCTIVITY).

Metals are characterized by their high density
of free conduction electrons which transport
negative charge (-e) through the interstices of
the crystal lattice composed of positive ions.
The origin of the conduction electrons is some
or all of the valence electrons from the pre-
viously neutral atoms. In the absence of an
electric field the conduction electrons have
high-speed random motions (~10% ms™"), and
there is no directed charge flow in any particular
direction. But when a field is applied, they ac-
quire a steady net drift, of much lower speed
than their kinetic speeds, in exactly the opposite
direction to the field. Part of the kinetic energy
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gained in this way is just as steadily returned to
the lattice as Joule heat via collision processes
with it. The current density J is then —nev for
an electron density of n per unit velume and
drift velocity v. The mean-free path between
collisions commonly exceeds 100 interatomic
spacings at room temperature, or even 10°
spacings in pure metals at low temperatures,
An assumption that the collisions are elastic
permits the use of a relaxation time T, at least
under the conditions pertaining at high tem-
peratures for thermal scattering or at low tem-
peratures for impurity scattering. 7 is a quantity
inversely related to the probability per unit
time of an electron undergoing a COlllSlOIl A
basic equation of the form p = m{{ne*7), in
which # is closely related to the electron mass,
can be derived without undue difficulty, so that
the major barrier to calculating the magnitude
of p or 0 of a metal revolves about understand-
ing and evaluating 7 and its temperature de-
pendence.

A conceptual hurdle here is how can an elec-
tron proceed more than a few atomic spacings
without being scattered by the massive, closely
spaced lattice ions? The reason is that the
lattice is the source of a periodic electrostatic
field and that the electron waves are modulated
by a function having the same period. It can
then be shown that such waves are propagated
with no loss of energy if the lattice is perfectly
periodic. In practice, the lattice potential is
never perfect, for it is disturbed by both
thermal vibrations and impurity atoms or phys-
ical defects. The thermal vibrations are quan-
tized with discrete energy values called phonons.
For temperatures exceeding the Debye tem-
perature, the phonon density and hence the
electron-phonon scattering and the resistivity
increase almost in proportion to T. At very low
temperatures, gt o« T'5. This is directly related
to the T2 variation m the Debye phonon spec-
trum which gives a T? specific heat at low tem-
peratures. Obtaining realistic estimates of the
resistivity magnitudes for metals other than the
alkali metals remains a matter of considerable
complexity. A useful semiempirical equation is
the Griineisen-Bloch relation because ‘it facili-
tates the analysis and discussion of experimental
data. It represents the variation of the thermal
resistivity of a wide selection of metals rather
well. In some multivalent metals, but more
importantly in semiconductors, electrons be-
have in a way which can be described by the
displacement of positive charge carriers called
holes. Experimental results are sometimes dis-
cussed as if the current arises from the flow of
electrons and holes.

Magnetic metals have additional resistive ef-
fects due to scattering from localized-spin
assemblies, An important field is dynamic co-
operative phenomenag using the divergence of
dp/dT at magnetic critical points as a tool
Another active field is the Mozt transition
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whereby certain materials can be switched from
a metallic to an insulating condition using
small changes of pressure, temperature, or
electron-to-atom ratio. Resistivity is also used
to study atomic order-disorder and crystal
phase transitions, and in the study of defect
production and migration. Its temperature de-
pendence is used for thermometry and ifs
strain dependence for strain gauges. Its magnetic-
field dependence is the basis of the major field
of magnetoresistivity. When used together with
the related Hall effect, valuable information is
provided on the effective sign, number, and
mobility of the charge carriers in semiconduc-
tors, while in metal single crystals certain de-
tails of the FERM1 SURFACE can be deduced.

Insulatory and pure semiconductors have no
free electrons available at 0 K for conduction,
Diamond, silicon, and germanium are typical ex-
amples. All their four valence electrons are
fully occupied in forming chemical bonds in
the solid. Raising the temperature energizes,
and frees for conduction duties, a small frac-
tion of these electrons, The empty energy
states left behind (holes) also aid in conduc-
tion. The fraction of carriets is ~] in 10? for
Si and Ge at room temperature; the number
varies approximately as T3/2 exp(-AE/2kT)
where AE is the energy to excite a bound elec-
tron and k is the Boltzmann constant. AF is
~5.2, 1.2, and 0.75 ¢V for diamond, silicon,
and germanium respectively. The chief differ-
ence between the behavior of diamond (a
typical insulator) and pure S8i and Ge {typical
semiconductors) is the greater ease with which
temperature can induce conduction in the
latter. The conduction of semiconductors, but
not of insulators, is readily improved by adding
certain impurities. This has the effect of intro-
ducing electrons (n-type) or of producing holes
{p-type). Such materials are termed extrinsic,
or impurity, semiconductors. Their great prac-
tical application is in transistors and diodes.
(See SEMICONDUCTORS and SOLID-STATE PHYS.
IcS.) Conduction in many semiconductors and
insulators is also increased by the photoelec-
tric action of incident light radiation (see
PHOTOCONDUCTIVITY).
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CONSERVATION LAWS AND SYMMETRY

Among the most basic of the laws of nature are
the conservation laws. A conservation law is a
statement saying that in a given physical system
under sgecified conditions, there is a certain
measurable quantity that never changes regard-
less of the actions which go on within the sys-
tem. One of the tasks of physics is to determine
which properties of a given system are actually
conserved during the course of specific types of
interactions.

In classical {pre-quantum and pre-relativity)
physics the following conservation laws were
known:

(1} Conservation of Mass. In a closed system
the total mass is constant,

(2} Conservation of Energy. In a closed sys-
tem the total amount of energy is constant. {In
relativistic physics these two laws are identical
due to the equivalence of mass and energy.)

(3) Conservation of Momentum, The total
momentum of a system is constant if there is no
outside force acting on the system. (The mo-
mentum of an object is defined as the mass
multiplied by the velocity; the total momentum
of a system is the vector sum of all the individ-
ual momenta of the parts.) This means that the
internal forces within the system have no
effect on the total momentum.

(4 Conservation of Angular Momentum, The
total angular momentum of a system is con-
stant if there is no torque acting on the system
from without. {The angular momentum of an
object relative tc a point O is its momentum
multiplied by the perpendicular distance be-
tween its line of travel and the point O,)

Historically these laws arose out of a philo-
sophical belief that the universe was created
with a definite amount of motion which re-
mained unchanged following the original cre-
ation. As a result of the attempt to clarify what
kind of “motion” was conserved, the concepts
of momentum and kinetic energy were devel-
oped. As early as the seventeenth century
Huygens recognized that both momentum and
kinetic energy were conserved in the collisions
of elastic balls. During the nineteenth century
the existence of various “forms” of energy was
recognized, and the more general law of con-
servation of energy arose out of measurements
involving reactions in which energy was trans-
formed from one form to another {e.g., me-
chanical, thermal, electrical). The measure-
ments showed that within certain limits of
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accuracy, the total amount of energy in a
closed system was unchanged by any of the re-
actions tested.

From the modern point of view, it is not
necessary to make measurements involving large-
scale systemns, for the maeroscopic behavior of
matter results from the interactions between
relatively few types of elementary particles.
Therefore it is sufficient to investigate the con-
servation laws as they apply to the basic inter-
actions between fundamental particles.

At present only four fundamental types of
interactions have been recognized: the gravita-
tional, the weak nuclear, the electromagnetic,
and the strong nuclear force, Each of these
interactions individually obeys the classical
conservation laws. As a result those laws must
be obeyed in any kind of action involving inter-
actions between particles. This rule, of course,
applies to every activity in the universe,

For example, when we compress a spring, the
potential energy of the spring is increased. The
modern picture visualizes the energy as stored in
the electric fields between the atoms of the
spring as they are pushed closer together. Thus,
the spring’s pofential energy is ultimately of an
electrical nature,

The development of a conservation law is
seen to depend on a combination of theoretical
concept and experimental measurement: The
scientist forms in his mind an abstract concept
of a physical quantity such as energy which can
be measured by a given set of operations.
Measurements then show that (within limitation
of error) this quantity is conserved under a
given set of conditions. Modern measurements
have been able to verify the conservation laws
to very high degrees of accuracy. Conservation
of energy has been verified to within 1 part cut
of 10 using the Mdssbauer effect. (See Ref-
erence 1.)

An important function of the consetvation
laws is that they allow us to make many pre-
dictions about the behavior of 2 system without
going into the mechanical details of what hap-
pens during the course of a reaction. They give
us a direct connection between the state of the
system before the reaction and its state after
the reaction. In particular we can say that any
action which violates one of the conservation
laws must be forbidden. For example, many
probiems invelving rotational or orbital motion
are solved very simply by noting that the
motion must be such that the angular momen-
tum of the system remains constant. No further
information concerning the forces or accelera-
tions are required.

With the development of the Hamiltenian
method of solving physical problems, and par-
ticularly with the growth of importance of
guantum mechanics, it has become clear that
the conservation laws are closely connected
with the concept of symmetry in nature. This
is based upon the fact that the interaction be-
tween two or more objects can be described in
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terms of a potential energy function (more pre-
cisely a mathematical function called the Hamil-
tonian of the system). If the potential energy
of the system is known for any position of
these objects in space, then we can predict the
future motion of the objects in the system.

A detailed solution of the equations of motion
will describe the position and velocity of each
particle in the system at any time during their
interaction. However, certain general predic-
tions can be made without going through the
complete sclution of the problem, if there
exist certain symmetries of space and time. The
following examples illustrate the various geo-
mefrical or space-time symmetries encountered
in classical physics.

(1) If the potential energy function does not
depend explicitly on one of the space coordi-
nates, then the component of momentum as-
sociated with that coordinate never changes—it
is a constant of the motion, and thus obeys a
conservation law. Particular situations most fre-
quently encountered are as follows:

(a) An object moves in a three-dimensional
space where its potential energy is a constant.
That is, the expression describing the potential
does not explicitly contain the c¢oordinates
X, ¥, or Z, so it does not make any difference
where the origin of the coordinate system is
located. This means that the description of the
system is invariant with respect to a translation
of the origin of the coordinate system in any
direction. As a result of this symmetry the
momentum of the object in all three dimensions
is constant. In technical terms, conservation of
lirear momentum is associated with translational
symmetry (or homogeneity) of space,

(b} An object moves in a world which is
flat, so that the force of gravity is in the verti-
cal (z) direction, The potential energy depends
on the height of the object above the ground,
but does not depend on its location in the
horizontal plane. That is, the description of the
systemn is invariant with respect to a translation
of the coordinate system in the x-y plane, Since
there is symmetry in the x-y plane, the object’s
momentum is conserved as far as motion in
that plane is concerned, but is not conserved in
the z direction.

{c} Two spherical bodies interact in such a
way that the potential energy depends only on
the distance between the twa bodies. This inter-
action has spherical symmetry, and the system
is invariant with respect to a rotation of the co-
ordinate system about any axis; i.e., it is iso-
tropic. In spherical coordinates there are two
angte variables, so there are two components of
angular momentum to be conserved, As a re-
sult the two bodies orbit around their common
center of mass in such a way that the magni-
tude of the total angular momentum is con-
stant, while the plane of the orbit in space never
changes. In other words, conservation of angular
momentum is due to the isotropy of space.

{2) If the interaction between two objects
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does not depend explicitly on the time coordi-
nate, then the actions which take place do not
depend on when we start measuring time. That
is, the properties of the system are invariant
with respect to a translation of the origin along
the time axis. As a result of this symmetry it is
found that the total energy of the system is
conserved. In other words, conservation of
energy is associated with a symmetry in the
time dimension.

Use of a four-dimensional coordinate system
in accordance with Einstein’s principle of rela-
tivity allows us to combine both space and
time symmetries into a single space-time sym-
metry. With this scheme the three dimensions
of space and the one dimension of time make
up a single four-dimensional space. Analogously,
energy is regarded as the fourth component of a
four-dimensional vector whose first three com-
ponents are the three components of momen-
tum. The symmetries associated with translation
and rotations in this space-time continuum are
called Poincaré symmetries.

With the rise in importance of elementary
particle physics, a new type of symmetry has
proven very valuable, These are “‘internal sym-
metries”’ —symmetries involving the internal
properties of particles. The general philosophy
underlying the study of elementary particle
interactions is that anything can happen as long
as it is not expressly forbidden by a law of
nature., Among elementary particles there are a
vast number of conceivable reactions that
might take place. However, most of these re-
actions are forbidden by “selection rules”’
which are essentially conservation laws. For ex-
ample, the total electric charge during any re-
action cannot change. This rule immediately
forbids such reactions as the conversion of a
neutron into a proton plus a neutrino. An elec-
tron must also be created to balance the
charge.

The study of symmetries and conservation
laws is especially important in elementary par-
ticle physics because the exact nature of the
strong and weak nuclear interactions is not
known, so one cannot make detailed predic-
tions concerning the results of reactions involv-
ing these forces. However, a knowledge of sym-
metry principles gives one a great amount of
general information concerning these reactions,
s0 one can estimate the probability of each re-
action taking place.

While a law such as conservation of energy is
true for all interactions, a number of the in-
ternal symmetries lead to conservation laws that
do not apply to all of the four fundamental
interactions. Such symmetries are therefore
called “approximate” or “broken” symmetries.
The implication of the term is that undistorted
nature would be completely symmetrical, but
that the presence of certain forces leads to an
asymmetry, or breaking of the symmetry.

One important class of conservation laws has
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to do with the constancy of certain essential
numbers during the course of particle reactions.
These “number laws’™ are as follows:

(1) Conservation of Electric Charge. If P is
the number of positive charges in a system, and
N is the number of negative charges, then
=FP- N is the net number of charges. The
charge number @ is unchanged by any reaction.
For example, the creation of a positive charge
must always be accompanied by the formation
of an equal negative charge (e.g., an electron-
positron pair is created by a high-energy
photon). Conservation of electric charge is as-
sociated with a symmetry property of Max-
well’s equations known as gauge invariance,
which states that the absolute value of the
electric potential (as opposed to the relative
value) plays no part in physical processes. In
quantum field theory conservation of electric
charge is connected with the fact that the
properties of a system of particles do not de-
pend on the phase of the wave function describ-
ing the system,

"(2) Baryon Conservation. Baryons are a class
of elementary particles including the proton,
the neutron, and several heavier particles such
as the lambda, the sigma (plus, minus, and
neutral), and the omega (minus). Baryons are
particles that interact with the strong nuclear
force. Each baryon is given a baryon number 1,
each corresponding antibaryon is given a baryon
number -1, while the light particles (photons,
electrons, neutrinos, muons, and mesons) are
given baryon number 0. The total baryon
number in a given reaction is found by alge-
braically adding up the baryon numbers of the
particles entering into the reaction. During any
reaction among particles the baryon number
cannot change, This nile ensures that a proion
cannot change into an electron, even though a
neutron can change into a proton. Similarly, to
create an antiproton in a reaction, one must
simultaneously create a proton or other barvon.
Baryon conservation ensures the stability of the
proton against decaying into a particle of
smaller mass. Both conservation of charge and
baryon conservation are absolute selection rules,

{3) Lepton Conservation. Leptons are a class
of light particles that include electrons, neutri-
nos, and muons, as well as their antiparticles:
the positrons, antineutrinos, and antimuon.
Each lepton is assigned a lepton number +],
while each antilepton has a lepton number - 1.
All other particles have lepton number zero. In
any reaction the algebraic sum of lepton num-
bers is conserved. This rule determines the
course of beta decay, muon decay, and other
reactions governed by the weak interaction.

(4) Isospin Conservation. Since the strong
nuclear force acting between two neutrons is
found to be the same as the force acting be-
tween two protons, as well as between a neutron
and a proton, it is found useful to consider the
neutron and proton as two states of the same



225

particle (the nucieon). These two states are con-
sidered to differ only by the different positions
of a vector property called the isospin (or iso-
topic spin). This concept arises by analogy from
the fact that two electrons in an atom can exist
in a state of spin “up” and spin “down.” These
two states are indistinguishable in the absence
of an external magnetic field because of sym-
metry of space with respect to rotations around
an arbitrary axis. Similarly, a proton is a
nucleon with isospin “up” and the neutron is a
nucleon with isospin “down.” In particle phys-
ics, whenever a system can exist in a discrete
state, characterized by a definite quantum
number, there exists a property (in this case
isospin} that is conserved, In the absence of
electromagnetic interactions there is no differ-
ence between the two isospin states because of
symmetry with respect to rotation in “isospin
space.” Electromagnetic interactions make a dif-
ference because of the charge on the proton.
Isospin conservation implies equality of p-p,
n-n, and n-p forces, except for the effect of the
electromagnetic force. Thus isospin conserva-
tion is only an approximate symmetry.

(5) Strangeness Conservation, Strangeness isa
property of elementary particles found useful
to classify hyperons (particles more massive
than nucleons) into families. Each particle is
assigned a strangeness quantum number S which
is related to the electric charge (), the isospin
number T, and the baryon number B by the
formula 0 = T + ($ + B)/2. (T =4 for a proton
and - % for a neutron; other particles may have
T =0 or |, depending on the type.} Strangeness
is conserved in reactions involving the strong
interaction. The selection rules resulting from
strangeness conservation are very important in
explaining why some reactions take place much
more slowly than others,

A very important set of conservation laws is
related to symmetries involving parity (F),
charge conjugation (), and time reversal (7).
Parity is a property that is important in the
quantum-mechanical description of a particle or
system of particles, It relates to the symmetry
of the wave function that represents the system.
If the wave function is unchanged when the co-
ordinates (x, ¥, 2} are replaced by (-x, -y, -2)
then the systemn has a parity of +1. If the wave
function has its sign changed from positive to
negative {or vice versa) when the coordinates
are reversed, then the system is said to have a
parity of —1. During a reaction in which parity
is conserved, the total parity number does not
change.

Changing the coordinates {(x, ¥, Z) into
(-x, -y, -2} converts a right-handed ccordinate
system into a left-handed coordinate system. In
terms of symmetry, the meaning of conservation
of parity is that in any situation where parity is
conserved, the description of the reaction will
not be changed if the word “left” is changed to
the word “right™ and vice versa. This means that
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such reactions can provide no clue that will dis-
tinguish between the directions right and left.

Prior to 1956 it was believed that all reactions
in nature obeyed the law of conservation of
parity, so that there was no fundamental dis-
tinction between left and right in nature. How-
ever, in a famous paper by C. N. Yang and T. D.
Lee it was pointed out that in reactions involv-
ing the weak interaction, parity was not con-
served, and that experiments could be devised
that would absolutely distinguish between right
and left. This was the first example of a situa-
tion where a spatial symmetry was found to be
broken by one of the fundamental interactions.

The principle of charge conjugation sym-
metry states that if each particle in a given sys-
tem is replaced by its corresponding anti-
particle, then nobody will be able to tell the
difference. For example, if in a hydrogen atom
the proton is replaced by an antiproton and the
electron is replaced by a positron, then this
antimatter atom will behave exactly like an or-
dinary atom, if observed by people also made
of antimatter. In an antimatter universe the
laws of nature could not be distinguished from
the laws of an ordinary matter universe.

However, it turns out that there are certain
types of reactions where this rule does not
hold, and these are just the fypes of reactions
where conservation of parity breaks down. For
example, consider a piece of radicactive material
emitting electrons by beta decay. The radio-
active nuclei are lined up in a magnetic field
which is produced by electrons traveling clock-
wise in a coil of wire, as seen by an observer
looking down on the coil. Because of the asym-
metry of the radioactive nuclei, most of the
emitted electrons travel in the downward direc-
tion. If the same experiment were done with
similar nuclei composed of antiparticles and the
magnetic field were produced by positron cur-
rent rather than an electron cuirent, then the
emitted positrons would be found to travel in
the upward, rather than in the downward, direc-
tion. Interchanging each particle with its anti-
particle has produced a change in the experi-
ment.

However, the symmetry of the situation can
be restored if we interchange the words “‘right™
and “left” in the description of the experiment
at the same fime that we exchange each parti-
cle with its antiparticle. In the above experi-
ment, this is equivalent to replacing the word
“clockwise” with “counterclockwise,” When
this is done, the positrons are emitted in the
downward direction, just as the electrons in the
original experiment. The laws of nature are thus
found to be invariant to the simultaneous ap-
plication of charge conjugation and mirror in-
version.

Time reversal invariance describes the fact
that in reactions between elementary particles,
it does not make any difference if the direction
of the time coordinate is reversed. Since all re-
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actions are invariant to simultaneous application
of mirror inversion, charge conjugation, and
time reversal, the combination of all three is
called CPT symmetry and is considered to be a
very fundamental symmetry of nature,

A new type of space-time symmetry has been
proposed to explain the results of certain high-
energy scatteri